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Preface

Organic electronics, i.e., the field of (opto)electronic devices uti-
lizing organic active layers, has been growing rapidly over the 
last two decades. Examples of intensive ongoing research and 

development areas include organic light-emitting diodes (OLEDs), 
organic field-effect transistors (OFETs), and organic photovoltaics 
(OPVs). The appeal of organic electronics stems from attributes such as 
the abundance of synthetic π-conjugated small molecules and poly-
mers, whose photoluminescence and electroluminescence span a 
broad spectral range; the ease of fabricating organic thin films by 
well-established techniques such as thermal evaporation, spin coat-
ing, and inkjet printing; and the mechanical flexibility and compati-
bility of organics with substrates such as glass and plastic. As a result, 
devices are amenable to large-scale fabrication and are expected to be 
of low cost. 

OLEDs have advanced from short-lived dim devices, with a lifetime 
of less than 1 min in air, to red and green OLEDs and blue OLEDs that 
can operate continuously, based on accelerated measurements, for 
over 200,000 h and 100,000 h, with efficiencies of ~60 and ~20 lm/W, 
respectively, at a brightness of 100 Cd/m2 (i.e., slightly less than a 
typical TV or computer monitor). In pulsed operation, OLED brightness 
values > 107 Cd/m2 have been reported. Indeed, OLEDs are already 
common in flat-panel displays of, e.g., car stereos, mobile phones, 
MP3 players, and small TV screens, and their sales are growing. A 
bright-color 11 in. OLED TV was recently commercialized by Sony. 
OLEDs are also promising for solid-state lighting applications, and 
commercialization of bright white OLED panels by, e.g., Matsushita, is 
expected in the near future. Similarly, OFETs are being developed for 
applications in flat panel displays and radio-frequency identification 
smart tags, and organic and hybrid PV is an intensely growing research 
field with currently reported power efficiencies approaching 6%. 

The growing activity and progress in organic electronics have led 
to emerging R&D in the field of organic electronics-based chemical and 
biological sensors as well as in biotechnology. The R&D on (bio)chemical 
sensors is constantly growing in due to existing and surfacing needs 
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for such sensors for a vast number of analytes in areas encompassing 
every aspect of life (e.g., medicine, environment, food and beverage, 
chemical industry, homeland security) as well as the need, which 
remains a challenge, for compact, field-deployable, inexpensive, 
versatile, and user-friendly sensors and sensor arrays. The organic 
electronics-based sensors––whether monitoring the effect of analytes 
on the photoluminescence of, e.g., analyte-sensitive dyes, where the 
excitation source is a thin OLED pixel array, or monitoring the effect of 
analytes on the attributes of the OFETs––are very promising in 
alleviating existing sensor-related issues such as the limited portability 
and high cost and maintenance. Importantly, such sensors are not as 
sensitive to the limiting issues in organic semiconductors (e.g., long-
term stability), in particular when considering inexpensive disposable 
devices. Indeed, attributes such as small, potentially miniaturized size, 
compatibility with microfluidic architectures, and high sensitivity have 
been demonstrated in organic electronics-based sensors. The efficacy 
of such sensors for simultaneous detection of multiple analytes using 
small-size sensor arrays has also been shown. Such sensors build on the 
ability to fabricate (micro)arrays of multiple OLED pixels and OFETs. As 
an example, tens of OLED pixels, ranging in size from millimeters down 
to nanometers, can be fabricated combinatorially on compact substrates. 
Each pixel (or a small group of pixels) can be associated with a different 
analyte. Such pixels can be of single or multiple colors. Moreover, OLED-
based sensors can be further integrated with organic-based or other thin-
film photodetectors to generate very thin, portable sensors. In OFETs, 
where charge mobility is low in comparison to crystalline Si, the promise 
is in their potential lower cost and design flexibility. For example, for 
biomedical applications the advantage is in the possibility to fabricate 
devices on large areas on unusual substrates such as paper, plastic, or 
fabrics.

The use of organic semiconductors in other biotechnological 
applications is drawing significant interest as well. As an example, in 
cell biology where the interface between an aqueous fluid and a solid 
surface is of great importance, electric biasing is a promising approach 
for dynamic control of surface properties and thus for advancing 
research in this field. Demonstrated solid-state ion pumps based on 
conducting polymers are also promising for such studies.

This volume covers various aspects of ongoing R&D in organic 
electronics for sensors and biotechnology. Chapter 1 describes scaling 
effects in organic transistors and on the sensing response to organic 
compounds. Chapter 2 describes sensing of inorganic compounds 
using OFETs, including gold nanoparticle-modified FET sensors. 
Chapter 3 describes organic semiconductor-based strain and pressure 
sensors. The chapter presents the state-of-the-art technologies and 
applications, including sensors on conformable, large surfaces. 
Chapter 4 deals with the characterization of the electronic properties 
of organic materials by impedance spectroscopy and the integration 
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of organic thin-film transistors and capacitive pyroelectric polymer 
sensors to form integrated flexible pyroelectric sensors. Chapter 5 
summarizes recent advances and challenges in the OLED-based 
chemical and biological sensing platform, including simultaneous 
sensing of multiple analytes, monitoring of foodborne pathogens, and 
integration with thin-film photodetectors. Chapter 6 is an introduction 
to organic photodetectors, whose performance characteristics are 
compared to those of conventional photomultiplier tubes and solid-
state detectors. Chapter 7 discusses the fabrication and the properties 
of organic semiconductor lasers with some focus on the aspects of 
low-cost replication. It also addresses the integration of organic lasers 
into optical sensor chips and the choice of sensing principles. Chapter 8 
discusses organic electronics in memory elements and sensing 
applications for light, temperature, and pressure monitoring. Chapter 9 
discusses the use of luminescent conjugated polymers as optical 
sensors for biological events, especially protein aggregation diseases. 
Chapter 10 describes applications of electrophoretically deposited 
polymers for organic electronics, and Chapter 11 discusses the use of 
conjugated polymer–based electrochemical surface switches and ion 
pumps for cell biology studies. 

With the broad aspects covered, which are at different stages of 
research and development, it is hoped that the book will be useful as 
a reference guide for researchers established in the field, as well as an 
introduction for scientists entering the field.

Ruth Shinar
Joseph Shinar
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CHAPTER 1
Scaling Effects in 

Organic Transistors 
and Transistor-
Based Chemical 

Sensors

Liang Wang, Daniel H. Fine, 
and Ananth Dodabalapur
The University of Texas at Austin

1.1 Scaling Behavior in Organic Transistors

1.1.1  Charge Transport in Polycrystalline Organic 
Semiconductors (Intragrain and Intergrain)

In the past few years, much work has been done with small organic 
molecules and conjugated polymers1 to manufacture devices that 
take advantage of the unique properties of their conjugated π-electron 
systems, such as organic light-emitting diodes (OLEDs), solar cells, 
smart cards, resistive chemical sensors, and field-effect transistors.2–5

Among these applications, the structure of field-effect transistors, 
with an organic or polymer semiconductor as the electrically active 
layer, allows for the study of the two-dimensional transport proper-
ties of the semiconductor material modulated by the charge carrier 
density due to increased gate bias.6–8 Organic electronics will not replace 
classic Metal Oxide Semiconductor Field-Effect Transistors (MOSFETs) 

1
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in most applications due to the low mobility values in organic materi-
als compared to those in single crystalline silicon. However, organic 
devices are still of considerable interest to the industry because of the 
low cost and mechanical flexibility of organic materials. To preserve 
this advantage, inexpensive methods have to be developed to fabri-
cate organic devices. Organic field-effect transistors have been made 
with relatively high mobilities [of order 1 cm2/(V ⋅ s)] from small 
organic molecules, such as pentacene, depo sited by vacuum-based 
sublimation9, 10 and soluble conjugated polymers, such as regio-regular 
polythiophene, deposited by spin-coating, solution-casting, or ink-jet 
printing processes.11–13 Due to the relatively high cost in vacuum sys-
tems for subliming small molecules, conjugated polymers fabricated 
onto devices by solution-based processes are preferred for industrial 
applications. To obtain high performance of polymer electronic devices, 
improvements in synthesis techniques are essential for high-quality
polymers with high purity, low residual doping, and air stability. 
On the other hand, a solution-based precursor technique for small 
molecules such as pentacene has also been developed to be used in 
low-cost processes such as ink-jet or spin-coat,14–16 which shed some 
light on small molecules for their potential in industrial applications. 
We also note that 300 K mobilities of > 1 cm2/(V ⋅ s) have been reported 
for a few single crystals and crystalline materials.

Figure 1.1 lists some of the small molecule and oligomeric organic 
materials which have been commonly used in organic field-effect 
transistors. Both α-4T and α-6T are oligomers of thiophene, tetracene 
and pentacene are polyacenes, while CuPc (copper phthalocyanine) 
has a coordinate structure. All the aforementioned are nominally p-
type semiconductors with holes as the primary charge carriers. In 
these materials, the mobility of holes is generally much higher than 
that of electrons, due to the presence of electron traps, particularly at 
the interface with most dielectrics. We note that modifying the inter-
face with the gate insulator can reduce the electron trap concentra-
tion. n-type organic semiconducting materials have also been drawing 
a lot of interest for applications such as OLED and Complementary 
Metal Oxide Semiconductor (CMOS) circuits requiring both types of 
charge carriers. C60, copper hexadecafluorophthalocyanine (F16CuPc),
and perylene derivatives are commonly used n-type organic semi-
conductor materials which have been used as channel semiconductor 
materials in n-channel organic transistors. The semiconducting property
of these organic materials originates from the delocalized π-electron 
(remaining pz electron after sp2 hybridization) in conjugated bonds 
(alternating single/double bond) between carbon atoms within one 
molecule or one polymer chain. In semiconducting organic molecules
and polymers, there exist two type of coupling between neighboring 
carbon atoms: single bond (σ bond only) or double bond (σ bond plus 
π bond). The σ bond is the coupling of sp2 hybridized orbitals from 
neighboring carbon atoms, while the π bond is the coupling of the 
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remaining pz orbitals. The σ bond forms the structure of the oligomer 
molecule or the backbone of a polymer chain, and the electrons on σ
bonds are localized. Electrons associated with π bonds are delocal-
ized, and the alternating configuration of single bond and double 
bond gives rise to the semiconducting properties. 

In organic semiconductors, intramolecular electron transport 
is facile, as shown in Fig. 1.2a. The interaction between molecules is 
through van der Waals forces. Additionally, organic semiconductors 
are characterized by a strong carrier-phonon interaction that reduces 
the electronic bandwidth at high temperatures. Consequently the 
room-temperature mobility in organic molecular crystals is over two 
orders of magnitude lower than that in crystalline silicon. The intra-
grain transport mechanism between molecules within one grain of 
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FIGURE 1.1 Commonly used organic molecules. Both α-4T and α-6T are a chain of 
thiophene rings, and tetracene and pentacene are polyacenes (fused benzene 
rings). C60 possesses a fullerene-type ball structure. CuPc and F-CuPc have a 
coordinate structure. (Liang Wang, “Nanoscale Organic and Polymeric Field-Effect 
Transistors and Their Applications as Chemical Sensors,” Ph.D. dissertation, The 
University of Texas at Austin.)
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organic semiconductors could be bandlike transport,17, 18 thermal-
activated independent hopping,19 correlated hopping,20, 21 or tunneling.22

There exists a two-dimensional delocalized π bond inside a small 
organic molecule. However, in case of polymers which are one-
dimensional chains, delocalized π bonds spanning the entire chain 
cannot be formed due to its higher energy and the consequent insta-
bility of the system. Instead, the system chooses a conjugated state 
with a lower energy, where a π bond forms between every other pair 
of nearest carbon atoms so that single bonds (σ bond) and double 
bonds (σ and π bonds) alternate along the entire chain, as shown in 
the phase II of Fig. 1.2(b). This is the ground state of a polymer chain. 
In an excited state, with thermal activation or electron/hole dopants, 
a polymer chain will form a polaron in most cases.

In conjugated polymers, the charge carrier contributing to electrical 
transport is a polaron (a polaron is a quasiparticle consisting of a charge 
accompanied by the associated lattice deformation). The intrachain 
transport mechanism is bandlike polaron transport along the chain 
with scattering by long-wavelength acoustic phonons.23 The interchain 
transport mechanism is phonon-assisted polaron hopping (perpendicu-
lar to the chain direction).24–25

In semiconducting organic materials such as molecular crystals, 
the room temperature bandwidth is small so that we apply the terms 
HOMO (highest occupied molecular orbital) and LUMO (lowest unoc-
cupied molecular orbital) instead of those used for crystalline silicon 
(bottom of conduction band and top of valence band). For transport 
within one grain, charge transport could occur through such mechanisms 

FIGURE 1.2 Alternating confi guration of single/double bonds. (Liang Wang, 
“Nanoscale Organic and Polymeric Field-Effect Transistors and Their Applications as 
Chemical Sensors,” Ph.D. dissertation, The University of Texas at Austin.)

(a) Two-dimensional delocalized p bond forms in small organic molecules.

(b) Due to the resulting instability in one-dimensional system, delocalized p bond
      depicted as (I) does not exist in a polymer chain; instead, an alternating
     configuration of  single/double bond forms as (II) shows.
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as bandlike transport, hopping, or tunneling. This is the basic picture 
for transport within a single grain (a domain of well-ordered mole-
cules or well-aligned polymer chains). The situation for transport 
between grains is complicated. Generally the presence of domain or 
grain boundaries (the region between grains) limits the mobility of the 
polycrystalline organic semiconductors, because the disorder at grain 
boundaries leads to more localized states within the energy gap which 
trap the mobile charge carriers.26 Based on this concept, the density of 
states (DOS) in polycrystalline systems can be described by bands with 
tails which extend into the bandgap. Inside the band the DOS varies 
slowly with energy while its tails decays exponentially into bandgap.26

Around the edge of HOMO or LUMO, the band tail, composed of local-
ized states, has a much wider distribution at grain boundaries than 
within each grain, due to the increased disorder at grain boundaries.27

According to the multiple trapping and release model,28 the gate-
induced charges in an organic field-effect transistor are composed of 
two parts: the free (mobile) charges in the channel, which contribute to 
the channel conductance, and the trapped charges in trapping levels 
within the energy gap, which do not contribute to the channel conduc-
tance. The channel conductivity is a product of free charge density and 
free charge mobility. There is another way (which is the convention in 
this area) to view the channel conductivity; namely, it could also be 
considered as a product of total gate-induced charge density (includ-
ing both free charges and trapped charges) and effective mobility. 
Therefore the value of the effective mobility is determined by the ratio 
of free charges to the sum of free and trapped charges.28–30

1.1.2 Characterization of Nanoscale Organic Transistors
In addition to the above-mentioned transport mechanisms within the 
active organic semiconductor layer, the performance of an organic 
field-effect transistor depends also on many extrinsic factors, espe-
cially at the interfaces. The dielectric/semiconductor interface prop-
erty affects the molecular ordering within one/two monolayers 
(roughly equal to the channel depth) of the organic semiconductor. 
Interface traps at grain boundaries also play a role in device mobility. 
The contact or electrode/semiconductor interface property deter-
mines the injection barrier. In nanoscale transistors, the injection at 
contacts limits the transport of charge carriers at low gate bias and 
low source-drain bias, as well as leads to a sensing mechanism which 
is quite different from that in large-scale devices. A bottom-gate tran-
sistor structure, as shown in Fig. 1.3, has been commonly used in 
organic FETs comprised of a substrate, usually a highly doped silicon 
wafer or conductor-covered plastic sheet, followed by a dielectric layer 
atop the substrate, such as silicon dioxide or an insulating polymer. 
The organic or polymer semiconductor and metallic source and drain 
contacts are then deposited on top of the gate dielectric with different 
patterning technologies.31–33 This kind of structure reduces fabrication 
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complexity and enables direct interaction between the active semi-
conducting layer and the ambient. We note that some of the organic 
semiconductors reported have a relatively high mobility.10, 34 Such 
large mobilities are not really necessary for sensing applications, 
where the change in current or threshold voltage produced by an 
analyte is more important. 

Nanoscale organic field-effect transistors have been investigated 
by a few groups. It is technically difficult to pattern the active semicon-
ductor area of devices with such small channel lengths. For transistors 
with a channel length near and below 10 nm, a large width-to-
length (W/L) ratio is not favorable due to a higher chance of shorted 
electrodes35 and worse line edge roughness (LER) of the order of the 
channel length. Consequently, the spreading currents which travel 
outside the intended channel cannot be ignored for devices of small 
W/L ratios, and it becomes a concern if W/L is less than 10.36 We have 
fabricated a large number of devices in which the channel length is 
less than 50 nm, with a small W/L ratio, and in which the active semi-
conductor layer and gate are not patterned. In such devices the 
spreading current which travels outside the defined channel will 
contribute significantly to the total current. To collect the spreading 
current, we designed a separated pair of guarding electrodes near the 
two sides of the channel, unconnected to and kept at the same poten-
tial as the drain. By this design, these guarding electrodes collect the 
spreading currents so that the drain current measured is the current 
from source to drain, excluding contributions from macroscale 
spreading currents, as shown in Fig. 1.4. Devices were fabricated with 
below 50 nm channel lengths, small W/L ratios, and non-patterned 
active semiconductor layer and gate. The distance between a channel 
and its side guards in the fabricated devices is in the range from 20 to 
50 nm, almost comparable to the channel lengths. Measurements of 
the drain current were taken on the same device without biasing the 

100 nm SiO2 100 nm SiO2

n+ Si gate n+ Si gate

Organics

Ti/Au Ti/Au 

Organics

Au Au

Bottom contact Top contact 

FIGURE 1.3 Two typical architectures (top contact and bottom contact) in 
upside-down structure for organic transistors. (Liang Wang, “Nanoscale Organic 
and Polymeric Field-Effect Transistors and Their Applications as Chemical 
Sensors,” Ph.D. dissertation, The University of Texas at Austin.)
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side guards (Iopen) and also with the side guards biased (Ids). For 
nanoscale devices, Ids and Iopen manifested different behaviors. Iopen
behaved more as a long-channel FET, which indicates a substantial 
component of spreading current. For each of the measured devices, 
the maximum value of Ids was significantly lower than that of Iopen
under the same voltage configuration, and the ratio Ids/Iopen was 
below 70%. This ratio was found to positively correlate to the W/L
ratio. The distance from a channel to its side guards and the geometry 
of the electrodes may actually affect its Ids/Iopen ratio. 

1.1.3  Channel Length and Temperature Dependence 
of Charge Transport in Organic Transistors 

Although there have been reports of electrical characteristics at room 
temperature for OTFTs with submicron and nanoscale channel 
lengths,37–40 no experimental study has been conducted systematically 

FIGURE 1.4 Three-dimensional device structure and circuit diagram for the 
function of side guards in a nanoscale transistor used as chemical sensor. 
To collect spreading currents traveling through the area outside the defi ned 
channel, two side guards were designed on the two sides of the channel, 
unconnected to and kept at the same potential as the drain. The three layers 
from top are bottom-contact pentacene and Au/Ti electrodes (surface shown 
by a SEM image of real device), SiO2 as dielectric, and n+ Si as gate. Each SMU 
(source measurement unit) of the Semiconductor Parameter Analyzer (Agilent 
4155C) supplies voltage and measures current independently. SMU1, 2, 3, 
4 serves as the source, side-guard, gate, and drain, respectively. SMU1 =
ground; SMU3 = V

g
; SMU2 and SMU4 were set at the same value Vds.

(Reprinted with kind permission from Springer Scientifi c + Business Media.68)
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for these devices with such small dimensions at different tempera-
tures down to 4.2 K. On the other hand, there have been many reports 
on the transport of various organic semiconductor materials with 
large channel length transistors at low temperatures with different 
measurement techniques.41–45 To investigate the possible transport 
mechanisms which become dominant when scaling the device size 
from micron-scale down to nanoscale, we systematically fabricated 
thin-film field-effect transistors of a series of channel lengths from 5 μm
down to 80 nm, with pentacene as the active organic semiconductor 
layer. All the investigated transistors of different channel lengths 
were fabricated by the same nominal geometry ratio W/L = 10, for 
the purpose of consistent scaling.

Bottom-contact structures are preferred in the fabrication of 
nanoscale organic/polymeric thin-film field-effect transistors. To fab-
ricate submicron devices, e-beam lithography is a commonly used 
tool in defining the electrode pattern. For top-contact structures, 
however, the lithography step has to be performed on top of the pre-
deposited active organic layer, which can degrade the organic material 
upon immersion in solvent solutions during developing and liftoff 
steps, or damage the organic material while evaporating metal 
atoms onto it. Hence, the bottom-contact configuration is chosen over 
the top-contact one. A heavily doped n-type silicon wafer serves as 
the mechanical substrate and the gate. The single-crystal silicon sub-
strate was heavily doped by n-type dopants (phosphorous or arsenic) 
so that the depletion in the silicon as a gate was minimized. To serve 
as conductive gate, the doping concentration of the Si substrate 
needs to be higher than 3.74 × 1018/cm3 for phosphorous dopant or 
8.5 × 1018/cm3 for arsenic dopant.46 A SiO2 layer that serves as the gate 
dielectric was then thermally grown on the substrate. Transistors of 
channel length greater than 1 μm utilize a 100 nm thermally grown 
SiO2 layer as the gate dielectric, whereas for nanoscale transistors, a 
5 nm SiO2 layer as the gate dielectric was grown by rapid thermal 
annealing in dry oxygen. The electrode patterns were made by e-beam 
lithography. Metal electrodes with an adhesive layer (Ti was chosen) 
that improves sticking to SiO2 were then deposited by e-beam evapo-
ration in high vacuum, followed by a liftoff process. If the Ti layer is 
thinner than the accumulation channel depth, then carriers are 
injected directly from the high work function metal layer atop the Ti 
layer, which remarkably reduces the series resistance. Therefore the 
Ti layer was chosen to be 1 to 3 nm thick. Gold was chosen as the 
electrode material, due to its high work function aiding the injec-
tion of holes into organic material, its air stability, and its ability to 
form an ohmic contact with organic materials under certain optimal 
conditions.

Device fabrication was completed by subliming small organic 
molecules (e.g., pentacene) at different growth rates and different 
substrate temperatures for different grain sizes. Slower growth rates 
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and higher substrate temperatures during sublimation tend to pro-
duce an organic layer with large grain size and planar morphology. 
The substrate temperature has a stronger influence than the sublima-
tion rate. However, attempts to deposit large pentacene grains onto 
nanoscale channels at elevated substrate temperatures did not yield 
favorable results. This could be attributed to the repulsion of the Au 
electrodes from the pentacene molecules at elevated substrate tem-
peratures. Usually 300 to 350 Å is the minimal thickness for the 
organic semiconductor to uniformly cover the channel region, 
whereas too thick an organic layer will not increase the gate-induced 
channel conduction (the channel is only one or two monolayers deep) 
but increase the non-gate-induced bulk conduction and therefore 
reduce the on/off current ratio of the field-effect transistor. To form 
an organic semiconductor layer with high mobility in field-effect 
transistors, the requirements for the quality and the morphology of 
the organic thin film are exacting. The source material has to be in 
high purity, usually post-purchase purified with cycling many times 
under a temperature gradient in vacuum. The grown film has to be 
uniform and flat and have an ordered molecular stacking. For this 
purpose, after UV ozone or gentle oxygen plasma cleaning, a surface 
treatment is desired to form a well-ordered self-assembled monolayer 
of alkyl groups, before depositing an organic semiconductor layer. 
Two commonly used materials for a self-assembled monolayer (SAM) 
on top of SiO2 are HMDS (hexamethyldisilazane) and OTS [trichloro
(octadecyl)silane], because these molecules have two functional 
groups: silane group on one end to bond with SiO2 and alkyl group 
on the other end to provide a hydrophobic layer for the molecules 
of organic semiconductor to grow. This self-assembled monolayer 
will improve the molecular ordering of the pentacene layer and 
reduce the trapped charges at the dielectric-semiconductor inter-
face, which will enhance the field-effect mobility and improve the 
subthreshold slope.47, 48 Within the other type of SAM agent molecule 
4-nitrobenzenethiol to treat the interface between organic semicon-
ductor and electrodes, its surface active head group (thiol) can anchor 
to the electrodes through a dative bond between the sulfur atom and 
the metals such as Au, Pd, Pt, and Ag. This treatment can signifi-
cantly reduce the contact resistance by a factor of 10 at room tempera-
ture and even more at low temperatures,48 which is important for the 
low-temperature measurements described here. Ideally, HMDS only 
forms a monolayer on SiO2, without chemisorption onto electrodes, 
and 4-nitrobenzenethiol only adsorbs onto electrodes. This ideally 
gives an orthogonal self-assembly without interaction between 
dielectric treatment and contact treatment.47

For the device characterization, a Table Top Manipulated Probe 
System from Desert Cryogenics was employed, at varying tempera-
tures and over two orders of magnitude of electric field (from 104 to 
106 V/cm). The DC I–V characteristics for all transistors of different 



 10 Chapter One  

channel lengths were measured with a semiconductor parameter 
analyzer in mTorr vacuum from room temperature down to liquid 
helium temperatures, with great care taken to ensure good thermal 
contact and thermal equilibrium before performing the measure-
ments. Figure 1.5a and b demonstrates the characteristics for transis-
tors with channel length of 5 μm and 270 nm, respectively, at 290 K. For 
OTFTs with channel lengths longer than 1 μm, the DC characteristics 
show normal behavior; i.e., the drain current is in a linear relation to 
source-drain voltage at low Vds bias while the drain current saturates 
at high Vds. However, for OTFTs with channel lengths of 1 μm or 
shorter, the DC characteristics exhibit superlinear behavior over the 
entire range of longitudinal field. This scaling behavior of transition 
in characteristic can be seen clearly in Fig. 1.6. In Fig. 1.6, we show the 
drain current Id as a function of source-to-drain voltage Vds for transis-
tors with different channel lengths at room temperature. Because the 
W/L ratios of all channels were kept at the same value of 10 in fabri-
cation, this figure demonstrates charge transport scaling behavior in 

FIGURE 1.5 The DC characteristics of pentacene transistors, with channel lengths 
of 5 μm and 270 nm at temperatures of 290 and 57 K. Different symbols on each 
panel represent different gate biases. (Reprinted with permission from Ref. 60. 
Copyright 2007, American Institute of Physics.)

0.0

–2.0

–4.0

–6.0

–8.0

–10.0

D
ra

in
 c

ur
re

nt
 I d

 (
μA

)

Vds (V)

0 V
–8 V

–16 V
–24 V
–32 V
–40 V

0 V
–8 V

–16 V
–24 V
–32 V
–40 V

Vside = Vds

Vside = Vds Vside = Vds

0 V
–8 V

–16 V
–24 V
–32 V
–40 V

0 V
–8 V

–16 V
–24 V
–32 V
–40 V

290 K
5 μm

5 μm

0.0

–5.0

–10.0

–15.0

D
ra

in
 c

ur
re

nt
 I d

 (
μA

)

Vds (V)

(b)

Vside = Vds

290 K
270 nm

(a)

0.0

–5.0

–10.0

–15.0

D
ra

in
 c

ur
re

nt
 I d

(n
A

)

57 K

0.0

–2.0

–4.0

–6.0

–8.0

–10.0

–12.0

–14.0

D
ra

in
 c

ur
re

nt
 I d

 (
μA

)

57 K
270 nm

–40–35–30–25–20–15–100 –5

Vds (V)

(c)

–40–35–30–25–20–15–100 –5

–20–15–100 –5

Vds (V)

(d )

–20–15–100 –5



 Scaling Effects in Organic Transistors and Transistor-Based Chemical Sensors 11

the organic semiconductor excluding the geometry factors of the 
devices. When temperature decreases, as Fig. 1.5c and d shows, the 
Id–Vds curve becomes more superlinear for both long and short chan-
nels. While the current level of a 5 μm channel markedly reduces at 
low temperatures, surprisingly the drain current of a 270 nm channel 
remains at the same level from 290 to 57 K. 

In field-effect transistors using organic semiconductor as channel 
material, the charge transport occurs only within the first one or two 
monolayers of the organic semiconductor.49 Furthermore, the gate-
induced charges within the quasi-two-dimensional channel can be 
considered to be composed of the relatively free (mobile) charges in 
the channel, which contribute to the channel conductance, and the 
trapped charges on trapped levels within the energy gap, which do 
not contribute to the channel conductance and affect the mobility and 
threshold voltage of the transistor. The trap levels within the energy 
gap of organic semiconductors are the localized states that originate 
from disorder. For a polycrystalline thin-film layer of an organic 
semiconductor such as pentacene thermally sublimed in vacuum, 
most of the disorder is located at grain boundaries. Therefore for the 

FIGURE 1.6 Drain current as a function of source-to-drain voltage for different 
channel lengths. The characterization was taken at room temperature and 
high density of charge carriers (V

g
= −40 V, well beyond threshold voltages of 

each channel). For observation of the scaling behavior, the W/L ratios of all 
channels were kept at the same value of 10 in fabrication to exclude 
geometric factors. Clearly in the regime of Vds < V

g
− Vth, the current-voltage 

characteristic transitions from linear to superlinear upon scaling from micron 
to submicron channel length. For submicron channels there is an exponential 
dependence at very small Vds due to the injection-limited transport through 
Schottky barrier at the metal-semiconductor contact. (Reprinted with 
permission from Ref. 60. Copyright 2007, American Institute of Physics.)
(See also color insert.)
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OTFTs with channel lengths of 1 μm and longer, which are much 
larger than the average grain size (100 to 150 nm) of pentacene depos-
ited under the conditions described above, the electrical transport 
data could be explained by the multiple trapping and release model28

with significant influence from the grain boundaries. However, when 
the channel length scales down to 500 nm and smaller, which is com-
parable to the grain sizes of the organic semiconductor layer, the 
average number of grains spanning the source-drain gap is reduced, 
as shown in Fig. 1.7, so that the dominant electrical transport mecha-
nism becomes different from that in large-scale devices. For polycrys-
talline organic thin-film transistors, in addition to the traps at grain 
boundaries due to disorder which dominates the charge transport in 
a long channel, field-dependent mobility and limited injection 
through the Schottky barrier at metal-organic semiconductor contacts 
play important roles in channel conduction as the device geometry 
scales down to nanoscale dimensions. Injection-limited behavior is 
observed in small-channel-length devices even when the channel 
length is smaller than the average grain size of the organic semicon-
ductor layer.

FIGURE 1.7 The size of grains of the pentacene layer relative to channel geometry. 
There are roughly 6 to 7 grains within a 1 μm channel but only 1 to 2 grains within 
a 270 nm channel.

~1 grain on 180 nm channel 1–2 grains on 270 nm channel  

2–3 grains on 500 nm channel 6–7 grains on 1 μm channel
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Figure 1.8 shows the scaling behavior of charge transport in organic 
transistors, including field-dependent mobility, injection-limited trans-
port, and temperature dependence. To study the scaling behavior, the 
apparent contribution of the device geometry was filtered out by 
taking the current density vs. longitudinal field and plotting that 
relation for various channel lengths at four different temperatures, 
under a certain high gate bias beyond the threshold voltage of the 
transistors (−40 V). The solid lines in these plots are the ohmic channel 
transport currents at Vg = −40 V calculated through the drain-current 
equation for linear-region operation of transistors, based on the mobi-
lity values extracted from the measurement data taken at the corre-
sponding temperature on the long-channel (5 μm) devices where field 
dependence of the mobility is not significant at its operative longitu-
dinal field and the channel resistance is much larger than contact 
resistance. At the same temperature, for all the devices with different 
channel lengths, their calculated ohmic channel transport behaviors, 
ignoring other factors, should fall onto the same solid line on the 
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FIGURE 1.8 The current density vs. longitudinal fi eld plots for various channel 
lengths at four different temperatures. The solid lines in these plots are the ohmic 
channel transport currents, calculated based on the mobility extracted from long-
channel (5 μm) devices. These lines serve as the references to investigate the 
issues of contact injection-limited transport and fi eld-dependent mobility. All the four 
fi gures are exactly on the same scale for the purpose of comparison. (See also color 
insert.)
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current density–longitudinal field plot. Therefore these solid lines of 
calculated ohmic channel currents at varying temperatures serve as a 
reference to investigate the effects of contact injection-limited trans-
port and field-dependent mobility on the charge transport through 
the channel, both of which feature superlinear relation of current 
density-longitudinal field. Injection-limited transport occurs at low 
longitudinal field which results in lower currents and effective mobil-
ities compared to the ideal gate-induced ohmic channel current, while 
field-dependent mobility takes place at high longitudinal field which 
is larger than the value expected when compared to the ideal gate-
induced ohmic channel current. 

Based on all the above understanding, in Fig. 1.8 the lower 
portion of the measured curves below the solid line represents the 
injection-limited transport, while the upper portion of the measured 
curves beyond the solid line represents the transport regime of field-
dependent mobility. It can also be observed that the field dependence 
of mobility is stronger at lower temperatures. All the current-field 
curves in logarithmic scale measured for different channel lengths 
shift downward when the temperature decreases, as represented 
clearly by the downward shifts of the ohmic reference lines with low-
ering temperature. This is so because, for all channel lengths, the 
threshold voltage shifts toward higher gate bias at lower tempera-
tures. Note that the data in the quadrant labeled with 4.8 K contain 
some self-heating effects which make the actual device temperature 
deviate from the readings. After careful analysis, it was determined 
that device’s temperature was not significantly affected by the self-
heating at temperatures beyond 40 K. Figure 1.9 shows that threshold 
voltages shift with temperature quasi-linearly, and this trend holds 
for all channels ranging from 5 μm to 270 nm. The temperature depen-
dence of the threshold voltage in an organic field-effect transistor 
(OFET) is significantly larger than that in a Si-MOSFET,50 and this is 
attributed to the presence of deep trap states in an organic semicon-
ductor.51 At low temperatures the thermal energy (kT) of charge 
carriers becomes very small, and thereby a large percentage of gate-
induced charge carriers are falling into trap states whose levels are 
much deeper than kT and not being released and thus do not contri-
bute to the channel transport. In this case much higher gate bias is 
required for the same amount of mobile charges to be present in the 
channel, and therefore at lower temperature the threshold voltage of 
an OFET significantly shifts toward higher gate bias. 

1.1.4  Field-Dependent Mobility Model for the Scaling 
Behavior of Charge Transport 

To understand the scaling behavior observed in organic transistors as 
shown in the previous section, a physical model is needed that explains 
the mechanisms of charge transport with regard to temperature, field, 
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geometry, morphology, and interfaces. Most experimental studies per-
formed so far have emphasized measurement and interpretation of 
temperature-dependent field-effect mobility.52–55 In partially ordered 
organic semiconductors, however, it is the electric field dependence of 
the mobility at various temperatures that sheds the most light on the 
understanding of transport phenomena.56–57 Temperature dependence of 
the mobility alone is insufficient to draw some of the important conclu-
sions. Previous reports58–59 contained evidence of a field-dependent 
mobility, but the measurements were not accurate enough for quan-
titative work. The work reported recently by Liang Wang et al.60 rep-
resented the first quantitative measurement of the electric field 
dependence of the mobility in organic thin-film transistors when 
device geometries are scaled along the direction of charge transport 
and when accumulated carrier densities are at levels of practical 
importance. With systematic measurements, they reported tempera-
ture and electric field dependence of field-effect mobility in polycrys-
talline pentacene thin-film transistors of scaled channel geometries, 
and their results show a Frenkel-Poole type dependence of mobility 
on electric field.

In purified single crystals of polyacenes such as anthracene, 
band-like transport has been experimentally observed by Karl and 
coworkers and subsequently interpreted in terms of polaronic trans-
port models.61–62 In this picture, band transport can exist at low 

FIGURE 1.9 The temperature dependence of threshold voltage for scaled 
channel lengths. Threshold voltages Vth were extracted from the 
transconductance plots (I

d
 vs. V

g
 for Vds < V

g
− Vth; (Id)

1/2 vs. V
g
 for Vds ≥ V

g
− Vth)

on high end of Vds for each channel. Vth does not signifi cantly change with 
longitudinal fi eld. Channels of different lengths follow the same trend; 
namely, Vth shifts to high gate bias quasi-linearly with decreasing 
temperature. (Reprinted with permission from Ref. 60. Copyright 2007, 
American Institute of Physics.) (See also color insert.)
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temperatures when the bandwidth is large compared to kT and the 
mean free path is large compared to intermolecular spacing. As the 
temperature is increased, both band and hopping contributions to 
transport can exist, leading eventually to hopping-dominated trans-
port at high temperatures.63 At the other extreme, in highly disor-
dered semiconductors such as glasses and molecular doped polymers, 
transport has been explained in terms of the correlated disorder 
model which is characterized by a Frenkel-Poole type variation of 
mobility with electric field.64 The nature of charge transport in an 
intermediate class (polycrystalline form) of semiconductors, which 
contains ordered crystallites separated by disordered regions (grain 
boundaries), can be expected to possess features of both crystalline 
organic semiconductors as well as disordered ones. For a polycrystal-
line thin-film layer of an organic semiconductor such as pentacene 
thermally sublimed in vacuum, most of the disorder is located at grain 
boundaries. Therefore, when the channel length scales down to 500 nm 
and smaller, which is comparable to the grain sizes of the organic 
semiconductor layer, the average number of grains within one chan-
nel reduces as shown in Fig. 1.7, so that the dominant electrical trans-
port mechanism becomes different from that of large-scale devices 
where channel lengths are much larger than the grain sizes. For poly-
crystalline organic thin-film transistors, field-dependent mobility and 
limited injection through Schottky barrier at metal-organic semicon-
ductor contacts play important roles as the device geometry scales 
down to these dimensions. To address this scaling behavior, the mobi-
lity vs. longitudinal field (nominally taken as Vds/L) was plotted in 
logarithmic vs. square root scales, respectively, for a series of channel 
lengths at different temperatures, as shown by the scattered data in 
Fig. 1.10. The mobility turns out to be a function of the longitudinal 
field (increasing with the field) consistently throughout a wide range 
of scaled channel lengths for the same morphology of organic semi-
conductor layer deposited at a given fabrication batch. 

It is very important that the contacts do not influence the measured 
mobility. For each channel length, as the source-drain voltage magni-
tude is increased from zero, the devices are initially injection-limited. 
In this regime, the drain current increases exponentially with voltage, 
as is expected when charge is injected over a Schottky barrier. In Fig. 1.6 
it can be clearly seen that at small Vds, there is an exponential depen-
dence of Id on Vds (injection-limited regime). As the source-drain voltage 
is increased, the devices are operated away from the injection-limited 
regime. For this reason, in Fig. 1.10 we consider data only at high Vds for 
each channel length when the device operation has moved away from 
the injection-limited regime to a regime where Id increases slightly 
superlinearly with Vds as is expected in the linear regime of operation 
of an organic transistor with some field-dependent mobility. For each 
scattered curve in Fig. 1.10 measured at a certain channel length, the 
“bottom part” of the curve (at relatively lower longitudinal fields, 
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marked as hollow symbols in Fig. 1.10) is subject to injection-limited 
transport, while its “top part” (at high fields, solid symbols) is less 
affected by injection-limited transport. Therefore the envelope combin-
ing the “top parts” of all curves at different channel lengths represents 
the true behavior of field-dependent mobility. These envelopes (as 
straight dashed lines in Fig. 1.10) were found to roughly fit the field-
dependent mobility model outlined by Frenkel-Poole’s law as described 
below. 

FIGURE 1.10 The plots of mobility at varying longitudinal fi eld. They are in logarithmic 
vs. square root scales for a series of channel lengths at four different temperatures. 
For each scattered curve measured at a certain channel length, its “bottom part” 
(at relatively lower longitudinal fi eld, marked as hollow symbols) is subject to injection-
limited transport. The straight dash line in each panel is the envelope combining the 
high fi eld parts (solid symbols) of all the scattered curves measured at different 
channel lengths to fi lter out the injection limitation at low fi elds. All the four panels 
utilize the same data label and are on the same scale for comparison. The data fi t 
Frenkel-Poole’s model: 
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(Reprinted with permission from Ref. 60. Copyright 2007, American Institute of Physics.)
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In a disordered organic semiconductor system, charge transport 
occurs mainly by hopping between adjacent or nearby localized states 
which are induced by disorder. The physical effect of the longitudinal 
electrical field is then to effectively reduce the hopping barrier. From 
this basic concept and the reasonable assumption of Coulomb poten-
tial type for hopping barrier, the hopping probability, and therefore 
the mobility, will demonstrate a dependence on electrical field which 
follows a Frenkel-Poole relationship64, 65

μ μ β=
⎛

⎝
⎜

⎞

⎠
⎟0 exp

E
kT

 (1.1)

where  k = Boltzmann’s constant
 T = temperature
 E = electrical field
 μ0 = mobility at zero field
 β =  field-dependent coefficient originally proposed by Gill in 

an empirical relation66

This law predicts the experimental results represented by the four 
straight dashed lines in the panels of Fig. 1.10. Field dependence of 
mobility becomes more severe at lower temperature, as Fig. 1.10 indi-
cates and Frenkel-Poole’s law predicts. When temperature decreases, 
the field dependence of the mobility becomes stronger as indicated in 
Eq. (1.1); namely, the slope of the logarithmic mobility-field curve in 
Fig. 1.10 is steeper at lower temperature for the same channel length 
under the same longitudinal field. The temperature-dependent beha-
vior of the field-dependent mobility for charge transport in these 
organic field-effect transistors is well exhibited in Fig. 1.11, from 44 K 
to room temperature. Figure 1.11 is a collection of fitting lines each of 
which represents the behavior of field-dependent mobility at a certain 
temperature, obtained from experimental data in the same way as the 
four straight dashed lines in Fig. 1.10. It is interesting and important to 
notice the converging point in Fig. 1.11; i.e., at the field ~7.3 × 105 V/cm, 
mobilities at all temperatures fall onto the same value ~0.15 cm2/(V ⋅ s), 
corresponding to a zero hopping barrier at such a high field. This is 
also predicted by Frenkel-Poole’s model. Recalling that zero-field 
mobility μ0 in Eq. (1.1) can be expressed as 

μ μ0 = −
⎛
⎝⎜

⎞
⎠⎟i kT

exp
Δ

  (1.2)

based on the basic description for hopping transport,65 the Frenkel-
Poole’s expression for field-dependent mobility can be comprehen-
sively written as

μ μ β= −⎛

⎝
⎜

⎞

⎠
⎟i

E
kT

exp
Δ

  (1.3)
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where Δ is the zero-field hopping barrier or low-field activation 
energy and μi is the intrinsic mobility at zero hopping barrier. A charge 
traveling in an organic semiconductor will encounter a hopping 
barrier which is reduced by the field as Δ − β E . A critical field E0 =
(Δ/β)2 as high as 7.3 × 105 V/cm is enough to balance out the zero-
field hopping barrier Δ in the investigated devices so that under such 
a high field the device mobility shows no dependence on tempera-
ture, as indicated by the converging point in Fig. 1.11. Fitting the data 
in Fig. 1.11 into Frenkel-Poole’s model gives the values of μi, β, and 
Δ as 0.15 cm2/(V ⋅ s), 5.8 × 10−5 eV(V/cm)−1/2, and 50 meV, respectively. 
These parameters could vary with the charge density modulated by 
gate bias. The existence of the converging point in Fig. 1.11 also indi-
cates that the hopping barrier is the same in all the devices of diffe-
rent channel lengths, which is consistent with the fact that the organic 
semiconductor layer for all channel lengths was fabricated within the 
same batch. 

By combining field and temperature dependence studies, a physi-
cal picture of charge transport in polycrystalline organic field-effect 

FIGURE 1.11 The temperature dependence of fi eld-dependent mobility. Each 
line represents the fi eld-dependent mobility at a certain temperature (the 
mobility increases with increasing temperature), obtained from experimental 
data in the same way as the four straight dashed lines in Fig. 1.10 and taken 
within the fi eld range spanned by the experimental measurements. The 
converging point of straight lines at different temperatures is well predicted 
by Frenkel-Poole’s expression for fi eld-dependent mobility 

μ μ
β

=
−⎛
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⎞
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Δ

(Reprinted with permission from Ref. 60. Copyright 2007, American Institute 
of Physics.)
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transistors was drawn, which was consistent over a range of scaled 
channel lengths. In these partially ordered systems, experimental 
data suggest that the charge transport mechanism is thermally acti-
vated and field-assisted hopping transport, and the hopping trans-
port between disorder-induced localized states dominates over the 
intrinsic polaronic hopping transport seen in organic single crystals. 
Figure 1.12 shows that the field-dependent mobility in the hopping 
regime predicted by the polaron model67

μ μ=
⎛
⎝⎜

⎞
⎠⎟0

2
2

kT
eEa

eEa
kT

sin h  (1.4)

deviates significantly from the experimental data of field-dependent 
mobility in polycrystalline pentacene thin-film transistors, whereas 
the hopping transport between disorder-induced localized states 
with Frenkel-Poole type field dependence fits the data quite well. The 
low-field activation energy for the localized states induced by disor-
der is 130 meV in polycrystalline pentacene thin-flim field-effect 
transistors,68 which is much larger than the intrinsic polaron binding 
energy (21 to 35 meV) in polyacenes.69 Therefore charges are more 
appropriately thought of as being trapped in localized states than 
being dressed by intrinsic lattice distortions, which leads to the pref-
erence of the transport model in polycrystalline organic transistors as 
demonstrated in Fig. 1.12.
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FIGURE 1.12 Comparison of Frenkel-Poole’s model vs. polaronic model. Shown are 
representative plots at two temperatures to fi t the experimental data with Frenkel-
Poole’s model (gray dashed line) and polaronic model. Frenkel-Poole’s model and 
the polaronic model follow different laws 
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respectively. Frenkel-Poole’s model fi ts the data quite well whereas the polaronic 
model deviates obviously. (Reprinted with permission from Ref. 60. Copyright 2007, 
American Institute of Physics.)
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1.1.5 Charge Transport in sub-10-nm Organic Transistors
Organic thin-film transistors have received great interest from the 
scientific community due to their use in potentially low-cost, large-area 
circuits.10, 70 Characteristics of top contact organic thin-film transis-
tors have been reported for channel lengths down to 30 nm fabri-
cated with e-beam lithography.71 Recently several groups reported 
their work on the performance of bottom contact organic thin-film 
transistors down to 50 nm72 and 30 nm73 channel lengths, also defined 
by e-beam lithography. Compared to the expensive e-beam lithogra-
phy process, emerging techniques such as nanoimprint lithography 
combined with dry etching process have captured the attention of 
industry due to their potential as fast and inexpensive candidates to 
fabricate nanoscale devices. There have been several reports for uti-
lizing these techniques to fabricate organic/polymeric transistors 
with channel lengths of 500 nm74 and 70 nm.75 The transport mecha-
nisms would be different when the channel length of a transistor 
shrinks to sub 10 nm, since tunneling effects become important at 
these dimensions and it is also likely that charge transport between 
source and drain takes place through a single grain. Charge injection 
from the contact would play a very important role in such a small 
geometry device as well. Indeed, a situation could exist in which the 
local morphology of organic semiconductor in the vicinity of the 
channel dominates the device behavior, leading to huge variations in 
individual transistor responses. At the high longitudinal electric 
fields present in devices with very small channel lengths, the carrier 
velocity rather than mobility becomes important. This velocity may 
saturate at high fields, leading to a reduction in the effective mobility 
at high fields.

The field-effect transistors of channel length below 10 nm were 
fabricated on a heavily doped silicon substrate serving as the gate 
and a thermally grown SiO2 layer as the gate dielectric. The electrode 
patterns were defined by e-beam lithography, metallization, and lift-
off process. Electrode patterns of channel lengths ranging from 40 nm 
down to sub 10 nm were obtained. A pattern of a 5 nm channel with 
side guards as close as 20 nm away is shown in Fig. 1.13a. Bottom-
contact devices were completed by subliming pentacene molecules, 
resulting in pentacene layer with an average grain size of about 100 nm. 
The dc electrical characteristics of the transistors were measured in 
air at room temperature. After the measurements, all the devices were 
examined by SEM. Figure 1.13b shows the post-measurement SEM 
image of a bottom-contact pentacene transistor of 9 nm channel 
length. By applying the same potential as the drain on the two side 
guards, the true source-to-drain current (−Ids) was observed as shown 
in Fig. 1.14a. The behavior of Ids exhibited reasonable gate modula-
tion. Due to the thickness of the gate dielectric layer (100 nm SiO2),
the operating gate voltage (Vg, up to −30 V) in most cases is much 
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FIGURE 1.13 SEM images of electrodes and semiconductor layer. (a) SEM image of 
a 5 nm channel just before pentacene evaporation. (b) SEM image of a 9 nm 
channel after I–V measurement. The white scale bars are 100 nm. (Reprinted with 
permission from Ref. 40. Copyright 2004, American Institute of Physics.)

(a) (b)

FIGURE 1.14 The DC characteristics of sub-10-nm pentacene FETs. (a) The DC I–V
measurement of the device in Fig. 1.13b, with the side guards biased at the same 
potential as the drain. (b) The DC I–V measurement of a 19 nm channel device with 
the side guards biased; Ids/I increases with increasing |V

g
|. (c) ln(Ids/Vds) vs. 1/|Vds|

plot of the data in (a). (d) ln(Ids/Vds) vs. 1/|Vds| plot of the data in (b). (Reprinted with 
permission from Ref. 40. Copyright 2004, American Institute of Physics.) (See also 
color insert.)
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higher than the operating drain voltage (Vds, up to −5 V), which causes 
the FET to operate in the linear region. The calculation of field-effect 
mobility derived from the transconductance of Ids in the linear region 
is 0.046 cm2/(V ⋅ s), and the on/off ratio (at Vds = −5 V) is 97 for this 
device. The superlinear characteristics at the high Vg end are probably 
due to the possibility that channel resistance becomes small enough 
at high gate biases that contact resistance plays a role. The measured 
devices can be broadly classified into two groups. One group typi-
cally shows the behavior similar to Fig. 1.14a, with fairly good gate 
modulation, manifesting linear and saturation behavior upon increas-
ing longitudinal field. The other group exhibits a different kind of 
characteristic, comprising much less gate modulation and always 
superlinear behavior of the drain current vs. Vds, as shown in Fig. 
1.14b for a 19 nm channel device. In this group of devices there is an 
additional barrier to overcome before charges are injected into the 
channel from the source. 

The above-mentioned injection barrier at the metal-organic 
semiconductor contacts influences the shape of the current–voltage 
curves. These results are similar to those by Collet et al., who 
reported superlinear currents in α-6T transistors with 30 nm channel 
length which they attributed to Fowler-Nordheim tunneling through 
the metal/organic semiconductor interfacial barrier.71 When the 
injection barrier is high, the current Ids is not determined by the 
conduction in the semiconductor channel, but is limited by the injec-
tion properties of the contact. The hole injection barrier has been 
reported to be 0.5 to 0.85 eV in the presence of surface-dipole contri-
bution (determined from photoemission spectroscopy experiments 
for large-area pentacene thin-film deposited atop Au at room tem-
perature).76–78 Tunneling through the source/pentacene barrier is 
preferable only when the longitudinal field is high enough to reduce 
the width of the barrier. To investigate the relation between the 
conductivity and the longitudinal field, we rescaled Fig. 1.14a and b
into plots of ln(Ids/Vds) vs. 1/|Vds| as shown in Fig. 1.14c and d,
respectively. Both parts figures show nearly constant conductivities at 
small Vds. In Fig. 1.14d, at large Vds, ln(Ids/Vds) vs. 1/|Vds| follows the 
Fowler-Nordheim tunneling model where its slope decreases with 
Vg, corresponding to the gate-lowered tunnel barrier. Assuming a tri-
angular potential barrier as a first-order approximation, we have79
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where the tunnel barrier height φB (derived from the slope) is 0.13 to 
0.034 eV at Vg = 0 to −30 V (taking effective mass m* as 1.7 times free-
electron mass80, 81). Here the prefactor in the above equation is F
instead of F2, the usual expression for Fowler-Nordheim tunneling, 
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because the tunneling occurs through the pentacene channel which 
is semiconducting with charges induced from gate control. In usual 
cases, Fowler-Nordheim tunneling happens through a barrier which 
is made of insulator, and therefore the charges contributing to 
current are solely injected from electrodes, which is similar to space-
charge limited current (SCLC) and follows the same square law 
vs. source-drain voltage. In the devices shown as Fig. 1.14d, the 
charges constituting the drain current are induced in the channel 
by applying gate bias, and thereby the prefactor of this tunneling 
current is a linear term. The onset field (Vds/L) of tunneling slightly 
increases with Vg, probably due to the fact that the ability of the 
drain bias to make the barrier thinner is screened by the gate-
induced charge, and the slope at high field decreases with Vg, cor-
responding to the gate-lowered tunnel barrier. On the other hand, 
in Fig. 1.14c, at large Vds the slope increases with Vg, which indi-
cates that in this case the transport mechanism is not tunneling 
through the contact barrier, but rather is determined by the intrin-
sic properties of pentacene, which suggests that in the devices of 
the first group the metal electrode and the organic semiconductor 
form good contacts.

For nanoscale pentacene transistors with non-ideal contacts, the 
overall transport is limited by the gate-modulated metal/organic 
semiconductor barrier, as described in Fig. 1.14b and d. If the contacts 
are good, transport is not injection-limited (Fig. 1.14a and c). In long-
channel polycrystalline organic transistors, the overall transport is 
limited by the transport through grain boundaries rather than that 
through the bulk of the grains.82, 83 On the other hand, when channel 
lengths are less than the average grain size, transport through a single 
grain may become important; however, the injection properties of 
the contact (which is possibly affected by the local morphology of the 
pentacene grain) are the most important factor that influences the 
electrical response. The grain sizes of the pentacene layer were found 
to be from 40 up to 200 nm, much larger than the channel lengths of 
the measured devices (from 8 to 35 nm). Therefore for these devices 
the number of grain boundaries inside a channel is significantly 
reduced; i.e., a channel is composed of only one grain or has only a 
single grain boundary inside. For these nanoscale transistors (chan-
nel length from 8 to 35 nm) with small W/L ratios, field-effect mobil-
ity calculated for each of the measured devices was found to have no 
significant correlation to the channel length. The histogram in Fig. 1.15 
gives a distribution of mobility by statistical counts of the number of 
devices in every mobility interval. Nearly 50% of the measured 
devices performed with a mobility higher than 0.01cm2/(V ⋅ s). The 
wide-range distribution of mobility is attributed to the variability of 
the semiconductor-electrode interface nature and the local morpho-
logy of pentacene coverage on the channel. 
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1.2  Scaling Behavior of Chemical Sensing with Organic 
Transistors

1.2.1  General Introduction to Organic Transistors 
for Sensing Applications

In recent years chemical sensing has become increasingly important 
not only from an industrial standpoint but also from a homeland 
security perspective. Sensors with the ability to detect chemicals, 
such as volatile organic compounds (VOCs), and biological species, 
including DNA and proteins, have been given more and more atten-
tion by the scientific and industrial communities. This is due to their 
great potential in an array of applications comprising manufacturing, 
transportation, environmental monitoring, process control, health 
care, homeland security, and national defense.84–88 However, most of 
the commercial products available at present are bulky and costly 
and require long times for sampling and analyzing data. A novel 
scheme that employs portable and inexpensive devices with the 
advantage of fast data retrieval is desired. Miniaturization is 
demanded for all types of sensors because of the needs of better por-
tability, higher sensitivity, lower power dissipation, and better device 
integration.89, 90 There have been many types of sensors evaluated for 
this purpose, utilizing various techniques of transduction such as 
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FIGURE 1.15 Statistics on the mobility of the measured devices (L = 8–35 nm). 
(Reprinted with permission from Ref. 40. Copyright 2004, American Institute of 
Physics.)
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acoustic wave devices,91, 92 electrochemical resistive sensors,93, 94 and 
field-effect transistors with a chemically sensing gate (CHEMFETs).95, 96

Among these sensing schemes, field-effect transistors have attracted 
more and more interest due to their ability to amplify in-situ, gate-
modulate channel conductance, and allow for compatibility with 
well-developed microelectronic fabrication techniques that enable 
miniaturization. A simple resistive sensor probes only the change in 
bulk conduction, and simple capacitive sensors probe only the change 
in permittivity. Since the drain current in a FET reflects the transport 
through the two-dimensional electron gas (2DEG) at the semiconductor-
dielectric interface, instead of the conduction through the bulk, a FET 
sensor would directly detect the effects on 2DEG transport caused by 
the analyte through the change in the drain current. The organic thin-
film transistor (OTFT) is a promising sensor device for an electronic 
olfaction platform that possesses all the required features (sensitivity, 
reliability, and reproducibility) at low cost. Compared to CHEMFETs 
or chemiresistor sensors, an OTFT sensor can provide more informa-
tion from changes in multiple parameters upon exposure to analyte, 
namely, the bulk conductivity of the organic thin film, the field-
induced conductivity, the transistor threshold voltage, and the field 
effect mobility.97

In the second portion of this chapter we will first introduce poly-
crystalline organic and polymeric thin-film field-effect transistors 
and then cover such topics as the proper detection of sensing signals 
truly from nanoscale active area, the geometry (for device and material)
dependence of the sensing behavior, and discussions for the sensing 
mechanisms in these sensors. We will also address several aspects 
of the interactions which produce sensing effects in electronic devices. 
The chemical sensors made of organic or conjugated polymeric tran-
sistors are operated at room temperature, which gives an advantage 
compared to inorganic oxide semiconductor sensors. Upside-down 
(see Fig. 1.3) OTFT sensors use the organic semiconductor active 
layer as the transducer, which interacts with airborne chemical 
species, referred to as analytes. This kind of structure provides ana-
lytes a direct access to the active semiconducting layer and enables 
the investigation of how the sensing behaviors depend on its mor-
phology and interface properties. The interaction given by analytes 
directly affects the conductive channel of an OTFT sensor, unlike 
the sensors made of inorganic MOSFETs98–101 or the insulated gate 
FETs (IGFETs use the polymer layer as the gate for a silicon FET89)
where the sensing events occur at the gate or gate/insulator boundary 
and indirectly modulate the drain current through capacitive cou-
pling. This means conductivity in the upside-down structure can be 
affected by changes in mobility (as well as changes in charge density/
threshold) which is not possible in the other sensor configurations. 
These upside-down organic and polymer sensors can be refreshed 
by reverse-biasing the gate (a high positive voltage for p-channel, 
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a high negative voltage for n-channel) to remove the trapped charges 
which result from the semiconductor/analyte interaction. Addition-
ally, compared to inorganic semiconductor sensors, organic/polymeric 
transistors possess the advantages of being able to add specific func-
tional groups on the semiconductor molecules/backbones able to 
selectively bind analytes, and the compatibility to incorporate small 
receptor molecules for better sensitivity and selectivity. Organic and 
polymeric field-effect transistors employing different active layers are 
able to detect a variety of analyte molecules with good stability and 
significant sensitivity.102 Chemical detection is possible through direct 
semiconductor-analyte interactions, specific receptor molecules per-
colated in the semiconductor layer for selective analytes, varying the 
end/side groups of the semiconductor material, and controlling the 
thin-film morphology of the semiconductor layer. These advantages 
of OTFTs offer a basis to construct combinatorial arrays of sensors 
with different responses to the components of an odor mixture. Fur-
thermore, gas-sensing complementary circuits and logic gates with 
OTFTs have been demonstrated.103 These advances, in addition to 
circuitry for pattern recognition, could lead to an electronic nose.

1.2.2  Vapor Sensing in Micron-Sized Organic Transistors 
and Trapping at Grain Boundaries

The vapor-sensing behavior of an organic transistor depends on the 
morphological structure and interface properties of the device 
because analyte molecules are able to act at different interaction sites 
of the device and correspondingly modulate the overall conductance 
of the device. In previous work on micro-sized OTFTs, fabricated 
with a variety of active semiconductor layers,102, 104 Crone et al. and 
Torsi et al. investigated the relation of vapor sensing to thin-film 
morphology upon exposure to different analyte molecules. A corre-
lation of the vapor response characteristics to the length of end 
groups (flexibility at the molecular level) and grain size (porosity at 
the morphological level) of the semiconductor was demonstrated by 
observing the transient source-drain current under vapor flow and 
performing transmission electron microscopy (TEM) for morpho-
logical characterization. 

These experiments have demonstrated that the sensing response 
of an OTFT channel to analytes of moderate dipole moments (e.g., 
alcohols) is enhanced with decreased grain size and looser molecular 
packing of the organic semiconductor layer. Smaller grains yield 
more grain boundaries which provide more interaction sites for sens-
ing events. The response also becomes stronger with increasing film 
thickness, again due to the increased number of grain boundaries 
(the surface morphology becomes more structured as the films grow 
thicker from the flat and featureless ultrathin film). Analytes binding 
to the disordered and thinner grain boundaries are closer to the 
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channel than those on the top surfaces of the grains and thus exert 
greater influence on the charge transport in channel. It was also found 
that the degree of sensing response increased as the length of the 
organic semiconductor’s hydrocarbon end group increased. This is 
due to the elongated lamellar morphology and looser molecular 
packing which allow greater access of analyte vapor and increased 
surface area, as well as change the electronic or spatial barriers 
between grains. Therefore the alkyl chains facilitate the adsorption of 
the analyte molecules by the sensing film. This adsorption mecha-
nism could be a combination of hydrophobic interactions, intercala-
tion to fill defect vacancies, and simple surface binding. All these pro-
cesses are favored at grain boundaries. 

The interaction between the alcohol and the organic semiconduc-
tor film in OTFT (dHα6T) does not involve the bulk of the crystalline 
grains of the film since no change in refractive index and no swelling 
or thickness change of the film were observed with a single wave-
length ellipsometer during exposure of the film to the analyte vapor.104

It was suggested that the sensing interaction is a surface-type interac-
tion involving grain boundaries. This result also helped to rule out a 
chemical reaction in the organic semiconductor upon exposure to the 
analyte. This is believed to be similar for CuPc and pentacene.105 It is 
now beneficial to determine where physically on the device the cur-
rent modulation occurs. The study performed by Torsi et al. also 
showed that there is very little penetration of the organic analytes 
into the highly ordered crystalline grains evidenced by the fact that 
no appreciable swelling was measured,104 most likely due to the tight 
crystalline packing of the molecules in the grains105 (in the case of 
conducting polymers, swelling is a known result of exposing them to 
organic vapors104). This would indicate that there is very likely little 
interaction, chemical or otherwise, between the molecules in the 
ordered grains and the organic vapors. In the same study, dHα6T
was deposited on a quartz crystal microbalance, and a change in the 
mass of the semiconductor was measured when exposed to varying 
concentrations of 1-pentanol.104 This demonstrated that although the 
1-pentanol did not penetrate into the film, it nonetheless added to its 
mass. This means that the analyte adsorbed to the surface of the 
organic layer.104 This leads to a conclusion that a decrease or increase 
in source-to-drain current must then be attributed to something 
that occurs outside of the crystalline grain. Another study by Someya 
et al. exploring the interaction between the semiconductor α,ω-
dihexylquarterthiophene and 1-pentanol demonstrated that the mag-
nitude of the sensing response was directly related to the number of 
grain boundaries in the channel when the interaction resulted in a 
decrease in Ids.

106 Given that almost all the charge within the channel of 
an organic semiconductor lies close to the semiconductor/dielectric 
interface, it must be the case that the analytes percolate down to this 
dielectric interface through the grain boundaries. 
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The interaction between organic semiconductor and analyte mol-
ecules is still not completely understood. The adsorbed polar analyte 
could influence the charge transport in the channel by trapping some 
charges and consequently decrease the mobility of other mobile 
charges in channel. However, the major effect of the trapped or other-
wise immobile charges at the dielectric interface is to induce a shift of 
threshold voltage in the transistor characteristics. For alcohol sens-
ing, a constant threshold shift was observed at low gate voltages, 
which became a gate voltage-dependent mobility change at high gate 
voltages. It was also observed that a reverse gate bias can facilitate 
the restoration of drain current to near its original value. In many 
experiments, exposure of p-channel organic FETs to alcohols pro-
duced an initial increase in channel current (presumably the effect of 
dipoles) followed by a decrease (due to trapping). The initial increase 
may be due to dipoles in the polar analyte, inducing more charge in 
the channel.

1.2.3  Transition of Sensing Response by Organic Transistors 
from Micron-Scale to Nanoscale

There have been reports exploring the chemical sensing effects of 
organic and conjugated polymer transistors.102, 103, 107–109 It has been 
shown that on large-scale devices (L > 1 μm), alkyl chain alcohol ana-
lytes interact with polythiophene thin films at grain boundaries and 
at the dielectric interface rather than the bulk of the films.110 Recently, 
there have been reports on the role of the side chain in chemical sens-
ing of polymer/oligomer based field-effect transistors.109, 111 Other 
articles have delved into the dependence of the sensing effects on the 
channel length–grain size relationship in large-scale organic transis-
tors.112, 113 There is also an increasing need to develop sensors with 
very small active areas, not only for lower power requirement, but 
also for the possibility of higher sensitivity.114 However, according to 
our experimental findings and analysis, scaling down the geometry 
of an OFET device is not a simple way, as expected, to enhance the 
sensitivity. Liang Wang et al.115 first systematically investigated the 
scaling behavior of chemical sensing in OFETs with channel lengths 
ranging from microns to tens of nanometers and found that the sens-
ing mechanism of where and how analyte molecules affect the electri-
cal transport in an organic transistor becomes quite different when 
devices scaled from micron-scale to nanoscale dimensions. The main 
reason is that unlike the classic MOSFET with crystalline silicon 
channel, the electrical transport and chemical sensing behaviors of a 
polycrystalline OFET heavily depend on the morphology structure of 
the channel material and the properties of interfaces. For large-scale 
OFET devices, grain boundaries play the dominant role for both elec-
trical transport and chemical sensing behaviors. For smaller channel 
lengths, the number of grain boundaries within a channel decreases 
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so that the weight of influence of grain boundaries on electrical trans-
port and chemical sensing reduces and other factors become more 
important. At smaller channel dimensions, especially when the chan-
nel length is comparable to or smaller than the grain size of polycrys-
talline organic molecules or conjugated polymers, we might possibly 
observe the electrical transport and chemical sensing behaviors within 
the body of grains which may exhibit a mechanism different from that 
in large-scale devices where grain boundaries dominate. In addition, 
contact barrier at the interface between electrode and semiconductor 
will play an important role in scaling since the resistance through the 
semiconductor channel becomes smaller. We believe it is the injection 
of current at the source/drain contacts that gets modulated by the 
analyte molecules.116 Thus the behavior of nanoscale OFET sensors is 
markedly different from that of larger-channel-length devices. 

In their study on the scaling behavior of chemical sensing in 
organic transistors,115 Liang Wang et al. employed pentacene as the 
active channel responsible for both charge transport and chemical 
sensing, and 1-pentanol was employed as the analyte, because penta-
cene is a typical organic semiconductor due to its relatively high mobil-
ity and wide use in organic electronics and sensors and 1-pentanol is 
a prototypical alcohol analyte to represent the sensing behaviors of 
the alcohol group. The channel length of the device and grain size 
were both varied to investigate the role of scale in organic transistor 
sensing behaviors. The device structure (bottom-contact devices) and 
experimental setting are shown in Fig. 1.16. This configuration allows 
the organic semiconductor to be operated simultaneously as both the 

FIGURE 1.16 The schematic structure of a bottom-contact organic thin-fi lm 
transistor used as chemical sensor. Its organic semiconductor channel, 
which serves as the sensing layer, is exposed to the analyte vapor 
delivered with a controlled fl ux through a carefully positioned syringe. 
(Reprinted with kind permission from Springer Science and Business Media 
from Ref. 68)
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transistor channel and the sensing material which the analyte mole-
cules can directly access. The transient variation of drain current Ids in 
chemical sensing mode was examined under fixed gate (Vg) and 
source-drain voltage (Vds) in air at room temperature, with saturation 
vapor of analyte molecules delivered to the proximity of organic-
semiconductor channel surface. Currents were measured throughout 
the entire measurement period while the analyte was only delivered 
for a certain period of duration, to facilitate a comparison of the drain 
current behavior before, during, and after exposure to the analyte. 
Before every sensing measurement, each device was tested with air 
stream (the carrier to deliver various analytes), and no sensing or 
kinetic effect on drain current was detected. The currents in the 
absence of analyte continuously decrease over time due to bias stress 
effect. This is a well-known effect in OFETs in which the current 
slowly decreases with time at a fixed bias because the field-induced 
carriers (holes) fall into deep trap states where they are less mobile, 
which results in a reduction of drain current.117, 118 The sensor response 
is superposed on this background. After each sensing measurement, 
the device characteristics were recovered by using a reverse-bias con-
figuration (high positive gate voltage with a small drain current flow-
ing for 1 min).

With the design of side-guard electrodes as described in Sec. 1.1.2, 
we can investigate the transport behavior of OTFTs in truly nanoscale 
dimensions excluding the spreading currents in large area, without 
the difficulty to pattern the semiconductor layer into such a small size 
as the channel length. More importantly, with these devices as chem-
ical sensors, the side-guarding function ensures that the active sens-
ing area is truly nansocale. This novel four-terminal geometric design 
provides a powerful capability to investigate the sensing behavior 
within the nanoscale active area through the defined channel without 
any undesirable background from large-scale parasitic conduction 
pathways around the channel. To investigate the sensing response 
from the sensor active area in truly nanoscale geometries and the role 
of the side-guarding electrodes in the sensing measurement, the drain 
current transients upon exposure to 1-pentanol without and with 
applying side-guarding function, as shown in Fig. 1.17a and b, respec-
tively, were recorded on a transistor with a 7 nm channel made by 
trapping bridge and break junction technique.119, 120 Surprisingly, 
Fig. 1.17a and b manifested opposite sensing response directions. 
Without the side-guarding function, the transient shown in Fig. 1.17a
represents the sensing behavior of the large area around the channel, 
which is a decrease in drain current by 20 to 25%. With the side-
guarding function to eliminate most of the spreading current (two 
side-guarding electrodes biased at the same potential as the drain), 
the transient in the drain current (Fig. 1.17b) represents the true sens-
ing behavior of the nanoscale active area, which is an increase in 
drain current by approximately a factor of 2. Figure 1.17c exhibits the 
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FIGURE 1.17 The sensing effects of a 7 nm channel P3HT transistors upon 
exposure to the saturated 1-pentanol vapor. (a) The sensing response at 
V

g
= −20 V and Vds = −1.5 V, without applying side-guarding electrodes. (b) and 

(c) Sensing responses of currents simultaneously collected at the drain 
and side electrodes, respectively, with side-guarding electrodes at the 
same potential as the drain to collect spreading current, at V

g
= −20 V and 

Vds = Vside = −1.5 V. (Reprinted from Ref. 130. Copyright 2005, with permission 
from Elsevier.)
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variation of the side current (collected at side-guarding electrodes) 
corresponding to that of the drain current (Fig. 1.17b), which were 
measured simultaneously. The side current response to the analyte 
is markedly different compared to the drain current in Fig. 1.17b;
namely, the side current shows a decrease in response to the ana-
lyte whereas the drain current simultaneously shows an increase 
upon exposure to the analyte. Since Fig. 1.17b and c was recorded 
simultaneously and showed different kinds of sensing behavior, it 
is evident that the side current is the spreading current traveling 
outside the defined channel and the current collected simultane-
ously at the drain is the direct current through the nanoscale channel. 
Therefore, utilizing the side-guarding function, we can eliminate 
most of the contribution from the spreading current and detect the 
true sensing response of a nanoscale channel. The experimental 
findings obtained with this unique side-guard function are pre-
sented below for the chemical sensing responses dependent on 
the scaling geometry, analyte delivery, as well as different type of 
analytes.

We investigated the response of Ids (operated in saturation region) 
upon exposure to the saturated vapor of 1-pentanol, with a series of 
channel length and varied grain sizes of pentacene under the same 
experimental conditions. As shown in Fig. 1.18a, while the long-
channel-length devices all exhibited a decrease in drain current upon 
delivery of the analyte, the small-channel-length devices showed an 
increase. There are two mechanisms influencing sensor behavior: one 
causes a decrease in current (dominant in large L devices) and the 
other causes an increase (dominant in small L devices). There is a 
crossover between these two types of response behavior which 
depends on grain size, occurring in the interval of channel length 
between 150 and 450 nm for ~80 nm grain size. Under the same 
condition, when the average grain size of pentacene is increased to 
250 nm, the sensors exhibits the crossover behaviors at larger channel 
lengths (from 450 nm to 1 μm), as shown in Fig. 1.18b.

Figure 1.19 shows the SEM image (taken after all measurements) 
for geometric relation of the same channel length (150 nm) with dif-
ferent grain sizes of the pentacene layer. Figure 1.20a and b is the sens-
ing responses of long-channel devices with pentacene grain sizes of 
140 nm and 1 μm, respectively. For all devices with channel lengths of 
2 μm or greater, Ids manifested decreasing responses upon analyte 
delivery. The amplitudes of decreasing signal for 2 μm channels were 
smaller than those of longer channels. This effect is stronger with 
larger pentacene grains (Fig. 1.20b). These results are consistent with the 
reported work for sensing effects dependent on organic grain sizes 
and channel lengths in large scale.104, 106 The sensing responses shown 
in Figs. 1.18 and 1.20 are reproducible for different devices with the 
same channel lengths and grain sizes, leading one to conclude that 
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the response of pentacene transistors to the 1-pentanol vapor changes 
from decreasing Ids to increasing Ids, when the channel length shrinks 
from micron to 100 nm scale, with a crossover happening in a transi-
tion interval of channel length which is related to the grain sizes of 
pentacene.
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FIGURE 1.18 The sensing effects of nanoscale pentacene transistors upon 
exposure to 1-pentanol. (a) Sensing data of Ids (normalized to that 
measured just before the analyte took effect) for 80 nm pentacene grain 
size and different nanoscale channel lengths (same W/L = 10), measured 
at V

g
= Vds = Vside = −2.5 V (two side guards were kept at the same potential 

as the drain), v (analyte fl ux) = 45 mL/min, d (distance from syringe nozzle 
to device) = 2 mm. (b) Sensing data of normalized Ids for 250 nm pentacene 
grain size, measured at the same conditions as (a). (Reprinted with 
permission from Ref. 115. Copyright 2004, American Institute of Physics.)
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The analyte flux (v) and the syringe nozzle-device distance (d)
were varied to examine the influence of analyte delivery on the sens-
ing responses. It turns out that for all the channel lengths and grain 
sizes, increasing v and decreasing d have similar influences, i.e., to 
increase the amplitude of the sensing signal. Figure 1.21 gives an 
example of this sensing test on a 22 nm channel with an average grain 
size of 80 nm, measured under operation in the linear region. 

1.2.4  Discussions on the Scaling Behavior of Sensing 
Response: Role of Grain Boundaries and Contact

We discovered that by scaling down the device geometry to nanoscale 
dimensions, the sensing behavior is remarkably different from that of 
larger devices composed of the same materials for the same analyte. 
The direction and amplitude of sensing responses were found to be 
correlated to the channel length and the grain sizes of the organic 
semiconductor as sensing layer. These results follow the same trend 
as the reported work for sensing effects dependent on channel lengths 
relative to grain sizes in large-scale organic transistors.104, 106 These 
organic and conjugated polymer thin-film field-effect transistors have 
some features of similarity with polycrystalline oxide semiconductor 
sensors. In both, grain boundaries play a key role in large-scale 
devices, and the analyte influences the electrical transport through 
grain boundaries and thereby modulates the channel conductivity. 
For large-scale transistors, in which a number of grain boundaries are 
located within a channel, the analyte molecules at grain boundaries 
play a dominant role in the sensing response, where they trap the 
mobile charge carriers in active channel and mainly result in a thresh-
old voltage shift of transistor, which leads to a decrease in drain 
current.102 For devices with smaller dimensions, there are fewer grain 

FIGURE 1.19 SEM image taken after sensing measurements of a 150 nm channel 
with different average pentacene grain sizes of (a) 80 nm and (b) 250 nm, scale 
bar = 400 nm. The grains appearing in the fi gure are pentacene. (Reprinted with 
permission from Ref. 115. Copyright 2004, American Institute of Physics.)

(b)(a)
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boundaries per channel so that the effect of decrease in drain current 
reduces. When the channel length is close to or smaller than the aver-
age grain size, the dominant factor is then a reduction of the contact 
injection barrier by the interaction from analyte, which leads to an 
increase in drain current. This is supported by the sensing experi-
ments conducted in our group for the same channel material with 
contact metals of different work functions.116 The overall sensing 
response is the result of a combination of these competing effects 
from different mechanisms: one causes a decrease in drain current 
and the other causes an increase, dominating at different length 

FIGURE 1.20 Sensing data of large-scale pentacene transistors upon 
exposure to 1-pentanol: normalized Ids under the condition of V

g
= Vds = −25 V, 

v = 45 mL/min, and d = 2 mm for different microscale channel lengths, with 
average pentacene grain size of (a) 140 nm and (b) 1 μm, respectively. 
(Reprinted with permission from Ref. 115. Copyright 2004, American Institute 
of Physics.) (See also color insert.)
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scales. It is indicative of scale being a key element in the sensing pro-
cess with organic transistor sensors.

A structural explanation of where the current modulation occurs 
therefore becomes clear. The decrease in current must be due to a 
phenomenon which occurs in the grain boundary, and an increase in 
current must be the result of a phenomenon which occurs at the 
contact (and also possibly an increase in carrier density in the channel 
due to dipole effects). Then it is necessary to understand whether the 
channel material is actually chemically reacting with the analyte or 

FIGURE 1.21 The effect of analyte delivery on nanoscale OTFT sensor. (a) Sensing 
data of a pentacene transistor of 22 nm channel in response to 1-pentanol, with 
V

g
= −2 V, Vds = Vside = −0.4 V and v = 45 mL/min for different d (nozzle-device 

distance), reference = absence of analyte. (b) SEM image of the device in (a) taken 
after measurements, grain ~80 nm, scale bar = 100 nm. The appearing grains are 
pentacene. (Reprinted with permission from Ref. 115. Copyright 2004, American 
Institute of Physics.)
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interacting with the analyte in another non-chemical way, such as an 
electrostatic interaction. There are examples of analytes which do 
chemically dope the semiconductor, such as electrophilic gases like 
NO2, which remove electrons from CuPc and dope the material with 
holes.121 The fact that the responses of many of the microscale organic 
semiconductor devices exposed to many of the organic vapors are 
reversible and reproducible reductions in current (not increases) 
would likely exclude any type of chemical reaction, including dop-
ing, as the predominant current modulation mechanism for most of 
these combinations. The result of no change in refractive index and 
no swelling or thickness change of the organic semiconductor that 
were observed with an ellipsometer upon exposure to the analyte104

also suggested that the interaction between the organic semiconduc-
tor and the organic vapor is not a product of a chemical reaction. 

In a unified picture, the chemical sensing effects at grain bound-
aries and metal-organic semiconductor contacts both arise from the 
dipole nature of analyte molecules. Due to its polaron nature, the charge 
transport in organic semiconductors is fairly sensitive to the local 
polar environment. Changes in the local crystal structure nearby 
charge carriers and thus changes to the polarizability of the lattice 
could drastically affect the local distribution of energy states. This 
problem was further exacerbated in the grain boundaries due to a 
large amount of disorder. Most of the analyte organic molecules used 
in this study have one thing in common: they all have dipoles (hexane 
does not, but it did not produce any appreciable response). The pre-
dominant mechanism that leads to a decrease in the magnitude of 
the current is increased trapping of carriers in the grain boundaries 
due to a modulation of the local electronic environment caused by the 
presence of the polar organic vapors (an increase in the polarizability 
of the semiconductor in the grain boundaries). An increased number 
of traps in the grain boundary would lead to an increase in the activa-
tion energy for hopping through the grain boundaries which was 
demonstrated by Sharma et al. using top-contact pentacene transis-
tors exposed to ethanol.116 The measured activation energy changed 
from 77 to 92 meV when the analyte concentration was changed from 
pure nitrogen to 100 ppm of ethanol.102

It has been experimentally shown that the analyte molecules of 
stronger dipole moments trigger stronger responses from the same 
OTFT chemical sensor.122 Also results reported by Torsi et al. demon-
strated the importance of the analyte’s alkyl chain length in terms of 
its interaction with the organic transistor.110 The longer the carbon 
chain length, the greater the interaction of that analyte molecule with 
the semiconductor and the higher the mass uptake. The same group 
also showed that increased mass uptake occurred when the side chain 
of the polythiophene derivative was made to be polar (by putting an 
ester in the side chain).110 This enhancement of the mass uptake was 
even more pronounced than the increase produced by longer analyte 
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carbon chains.110 Therefore, in addition to the polar nature of analyte 
molecules, sensing response could be adjusted with the use of polar 
vs. nonpolar side chain moieties of the organic semiconductor.110 For 
instance, ethanol showed no electrical response with the nonpolar 
side chain but did show a response with the polar side chain. This 
was most likely due to a poor interaction of the short ethanol alkyl 
chain to the nonpolar side chain and a much better interaction of the 
polar ethanol to the polar side chain.

In case of nanoscale OTFT sensors where the injection at contacts 
dominates charge transport, the increases in magnitude of the source-
to-drain current upon exposure to the analyte is due to changes in the 
nature of how charge is injected into the channel. When carriers are 
injected into the semiconductor, they accumulate close to the contact 
interface and induce the image charge in the metal electrode and thus 
form an interface dipole.123, 124 The polarity of the analytes can work to 
shield carriers in the semiconductor from the reverse electric field 
which results from the interface dipole. The larger the dipole moment 
in the analyte, the greater the shielding effect and thus the stronger the 
response in drain-current increase. Also, the smaller the channel length, 
the stronger this effect owing to greater domination of the injection-
limited charge transport. For example, the injection barrier at contacts 
between Au and pentacene is attributed to the existence of interface 
dipoles. As Fig. 1.22a shows, due to the work function of Au (5.1 eV) 
and the electron affinity (2.6 eV)/energy gap (2.5 eV) of pentacene, the 
Fermi level of Au meets with the HOMO level of pentacene.125, 126

FIGURE 1.22 The diagram for the formation of injection barrier at contacts 
between Au and pentacene, due to the existence of interface dipoles.
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Therefore on contacting each other, no injection barrier is expected 
between Au and pentacene, as shown in Fig. 1.22b. However, due to 
the accumulation of holes at the pentacene side of the contact, these 
positive charges and their image charges (negative) at Au side of con-
tact form a type of interface dipole, and the interface dipoles shift the 
vacuum level at the Au side of the contact by an amount Δ.123, 124 This 
shift in the vacuum level changes the band bending at the contact and 
forms a barrier to hole injection from Au into pentacene, as shown in 
Fig. 1.22c.

1.2.5  Sensor Response to Different Analytes 
and the Function of Receptors

It would be interesting and meaningful to investigate the scaling 
behavior of chemical sensing with organic semiconductor-analyte 
combinations other than pentacene and 1-pentanol. P3HT is a soluble 
conjugated polymer with relatively high mobility and thus has a great 
potential to be manufactured into chemical sensors with low-cost 
techniques such as ink-jet printing.127–129 Similar to pentacene transis-
tors, for micron scale or larger channel lengths, the drain currents of 
P3HT transistors decreased in response to the analyte 1-pentanol, 
whereas an increase in current was observed for nanoscale channel 
lengths.130 Various types of analytes have been applied to investigate 
the chemical sensing responses of OTFTs. Among these analytes, 
vanillin is widely used in pharmaceuticals, perfumes, and flavors. 
P3HT transistors with a series of channel lengths in the submicron 
range were employed to examine the sensing responses of the conju-
gated polymer upon exposure to another type of analyte—vanillin. 
As shown in Fig. 1.23a for submicron channels, the 215 nm or larger 
channels exhibited a decreasing response in drain current upon delivery 
of vanillin, whereas the 125 nm or smaller channels behaved in the 
opposite direction, i.e., an increase in current as the sensing response. 
The crossover of response behavior exists in the interval of channel 
length 125 to 215 nm. Figure 1.23b shows the SEM image of a 75 nm 
channel taken before depositing P3HT. Based on the results for the 
sensing measurements of various channel lengths to analyte 1-pentanol 
and vanillin, there are two mechanisms influencing sensor behavior: 
one causes a decrease in current (dominant in large L devices) and the 
other causes an increase (dominant in small L devices). 

By incorporating small receptor molecules, it is possible to enhance 
the sensitivity and selectivity of chemical sensing without the neces-
sity of chemically editing the molecule of the organic semiconductor. 
The small receptor molecules can be incorporated by drop-casting onto 
the organic semiconductor layer from a solution of receptor molecules 
in chloroform after the fabrication of an OTFT, or directly mixing the 
solution with the solution containing the polymer chains and then 
depositing the mixture onto the prefabricated electrode pattern and 
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forming the channel. This will enable the OTFT to select the specific 
analyte molecules among several candidates with a much more pro-
nounced response. In an example of demonstration,122 the sensing 
response of macro-scale P3HT transistors to the analyte vanillin was 
studied with and without incorporating the receptor (which we desig-
nate as Circle K) by means of depositing the solution mixture. As 
shown in Fig. 1.24, the response of neat P3HT transistor to vanillin 
vapor was ~30% decrease in drain current, while upon incorporation 
of receptor Circle K, the response was enhanced to ~72%.

The receptor Circle K was designed to form hydrogen bonds with 
the analytes. By investigating the chemical sensing behavior with 
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FIGURE 1.23 The sensing effects of P3HT transistors upon exposure to vanillin. 
(a) Sensing data with V

g
= −25 V, Vds = Vside = −10 V, and −15 V for L < 100 nm and 

L > 100 nm, respectively (two side guards were kept at the same potential as the 
drain), with different channel lengths and the same W/L of 3. (b) SEM image of a 
75 nm channel taken before depositing P3HT, scale bar = 100 nm. (Reprinted from 
Ref. 130. Copyright 2005, with permission from Elsevier.)
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various analyte molecules and the receptor molecules of different type 
of hydrogen-bond roles (hydrogen donor or acceptor), incorporated 
with the organic semiconductor, the basic interaction between these 
receptors and the analyte molecules was determined to be most likely 
hydrogen bonding122 instead of dipole-dipole interaction. When the 
very electronegative atoms of nitrogen, oxygen, or fluorine are cova-
lently bound to a hydrogen atom, they draw a large amount of the 
electron density off the hydrogen, forming a very strong dipole.131

Since hydrogen is a small atom with most of its electron density drawn 
off by its more electronegative covalently bound neighbor, it can get 
very close to the lone pair of electrons of the nitrogen, oxygen, or fluo-
rine of the neighboring molecule and form a strong electrostatic inter-
action.131 These bonds can also be slightly covalent since electrons can 
be shared between both of the electron withdrawing neighbors (O, N, 
and F) and the hydrogen in between them.131 These bonds are not 
quite as strong as a full covalent bond but are much stronger than 
other interatomic forces such as van der Walls forces. The receptors 
have alkane side chains which make them soluble in organic solvents 
and allow them to permeate into the grain boundary. The amine 
(hydrogen donor in this case) groups designed into Circle K molecules 
could then form hydrogen bonds with the oxygen containing analytes 
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FIGURE 1.24 Another degree of freedom in chemical sensing: incorporation of receptor 
molecules. Mixing receptor with pure P3HT makes sensing response stronger. Channel 
length = 300 μm, channel width = 5 mm, gate dielectric is polyimide.
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(hydrogen acceptor) and significantly increase their interaction with 
(including the time that the analyte is held in the grain boundary) and 
their percolation depth into the grain boundaries of P3HT.

In an unpublished work,122 it was demonstrated that the incorpo-
ration of receptor molecules not only can improve the sensitivity of 
chemical sensing, but also can show different magnitude and rate of 
response to the analyte molecules with different alkyl chain lengths 
or different polar strengths. This work also indicated that different 
receptor molecules differentiate the same group of analyte molecules 
in different manners. For example, for some analyte-semiconductor 
combinations, the receptor contributing three hydrogen bonds appears
better in sensitivity enhancement than that contributing two hydro-
gen bonds. Furthermore this work showed that the OTFTs modified 
with a molecular-cage receptor can make distinctions between the size 
of the analyte molecule as well as the molecular position of the func-
tional group (based on rate of change of the response and the extent 
of the response change). Devices modified with small molecule recep-
tors showed the similar ability to be refreshed as unmodified OTFT 
sensors. The drain current of a receptor-modified OTFT sensor, how-
ever, did not fully recover to the original level, probably due to the 
strong and prolonged receptor/analyte binding. These devices also 
had lower mobilities than the neat OTFTs, due to the presence of the 
relatively unconductive receptors in the grain boundaries. A better 
understanding of the relationship between sensing response and 
mobility adjustment to receptor quantity, which has not been studied 
to date, will alleviate these issues to a large extent. Furthermore, the 
added flexibility which receptors offer in tuning the responses of 
organic semiconductors to various analytes allows for the selection of 
the semiconductors that possess the highest mobility as the most 
common host material making up a channel in an array of OTFT 
sensors. In spite of these challenges, it is still our prediction that fab-
ricating an array of OTFTs with specific receptor incorporated, in 
combination with the circuitry for pattern recognition, could lead to 
an electronic nose. Small molecule receptors seem to be a very prom-
ising direction to pursue when attempting to further enhance the 
selectivity and sensitivity of the analyte/semiconductor interaction. 
These enhancements would reduce the need for full fingerprint pat-
tern recognition and could do so without greatly increasing device 
fabrication complexity. 

1.3  The Unified Picture of Scaling Behavior of Charge 
Transport and Chemical Sensor

The vapor sensing behavior of nanoscale organic transistors is differ-
ent from that of large-scale devices due to the fact that electrical trans-
port in an OTFT depends on its morphological structure and interface 
properties, and thereby analyte molecules are able to interact with 
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different parts of a device and in combination modulate the overall 
conductance of the device which gives rise to chemical sensing effect. 
Figure 1.25 outlined the sites in an OTFT device playing important roles
in charge transport and thus chemical sensing, which become domi-
nant at different scales. In a large-scale device (channel length much 
larger than the grain size of active semiconductor layer), the charge 
transport is dominated by the localized charges in tail states at grain 
boundaries due to high disorder there, and therefore the sensing 
mechanism is analyte dipole-induced charge trapping at grain bound-
aries, which generally leads to a decrease in device current upon 
exposure to a polar analyte. In some cases, the analyte dipoles result 
in a transient increase in channel conductivity, presumable because of 
more charges being induced in the channel. For smaller channel 
lengths, the number of grain boundaries within a channel decreases 
so that the weight of influence of grain boundaries on electrical trans-
port and chemical sensing gives its place to organic semiconductor-
metal interfaces. At smaller channel dimensions, especially when the 
channel length is comparable to or smaller than the grain size of poly-
crystalline organic molecules or conjugated polymers, the charge 
transport is dominated by the injection through the Schottky barrier 
and interface dipole at the metal-organic semiconductor contact as 
well as influenced by the local coverage of organic semiconductor 
material on the nanoscale channel, both of which overwhelm the 
intrinsic transport within the body of grains. Correspondingly dur-
ing chemical sensing events in nanoscale OTFTs, the analyte mole-
cules diffuse near the source/drain contacts through the porous 
semiconductor layer and modulate the charge carrier injection at the 
source and drain contacts. The smaller the channel length, the stronger 
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FIGURE 1.25 A graphic summary of the origins of the sensing response. The 
response arises because of trapping in the grain boundaries and/or the 
mediation of carrier injection at the contacts.
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this effect is. It is in this fashion that nanoscale organic transistors 
exhibit a remarkably different behavior in charge transport and 
chemical sensing from the microscale counterparts.

According to the mobility study under low temperatures down to 
77 K,68 the microscale transistors presented in the charge transport 
and chemical sensing work exhibited a transport mechanism of ther-
mally activated hopping, which is mainly attributed to hopping at 
grain boundaries, following the relation as μ ~ exp [−Ea/(kT)]. As 
measured in an Arrhenius plot of temperature-dependent mobility 
under different gate bias for a pentacene transistor with 2 μm channel 
length,68 the activation energy Ea (energy barrier at a grain boundary) 
is 130 meV under −5 V gate bias, and reduces to 52 meV under −30 V 
gate bias. The mobility in the OTFTs presented in this work increases 
with increasing gate bias, which is attributed to filling of the tail states 
of the density of states (DOS). Also the gate dependence is stronger at 
lower temperatures. These phenomena are well known for disor-
dered organic field-effect transistors where the band tail of localized 
states has a much wider distribution at grain boundaries than within 
each grain body, due to the increased disorder at grain boundaries.27–28

It would be meaningful to investigate the influence of the sensing 
event on the distribution of tail states through the combination of 
sensing experiments and temperature-dependent charge transport 
measurements. However, this requires much experimental care. 
Most VOCs possess a high vapor pressure so that the analytes will 
not remain at the sensing sites of the device for long enough time. 
Therefore the comparison of temperature dependence of transistors 
before and after sensing might not give an accurate view for what 
happened during the sensing action. Furthermore, performing tem-
perature dependence experiments in the presence of analyte mole-
cules might be difficult due to the condensation effect of VOCs at 
low temperatures.
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2.1 Inorganic Substance Monitoring for Early Diagnosis
The relevance in monitoring toxic volatile analytes arises from the 
increasing human activities that, especially in the last decades, 
caused the emission into the atmosphere of a wide range of pollut-
ants at high concentration levels. Among the inorganic gaseous pol-
lutants, nitrogen oxides (NO, NO2), carbon monoxide (CO), and 
hydrogen sulfide (H2S) are enumerated as the most toxic gases with 
very harmful effects on human health. In addition to their toxic 
effect on the human body, such gases are produced by specific cells 
at low concentrations, and their antiviral and immunodefensive 
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role in a wide range of inflammatory illnesses has been recently 
highlighted.1–3 In the following, a brief overview of both the toxic 
and physiological role of the above-mentioned inorganic gases is 
reported.

Carbon monoxide is a colorless and odorless gas produced during 
the incomplete combustion of organic fuels (natural gas, wood, petrol, 
and charcoal). In urban context, motor vehicle emissions are the pri-
mary source of CO, and about 90% of the CO released in such condi-
tion is due to road traffic. Average carbon monoxide concentration in 
the outdoor air is about 100 ppb, but it may reach up to 200 ppm in the 
urban areas during rush hours.

The toxicity of carbon monoxide resides in its greater capability 
to bond hemoglobin with respect to the oxygen, eventually reducing 
the amount of oxygen that human cells need for mitochondrial respi-
ration. Progressive exposures to CO can result in fatigue, angina, 
reduced visual perception, reduced dexterity, and finally death. The 
elderly, children, and people with preexisting respiratory diseases are 
particularly susceptible to carbon monoxide pollution. The recom-
mended exposure limit set by the Occupational Safety and Health 
Administration (OSHA) is 50 ppm during a typical 8 h day with a 
ceiling level of 200 ppm.

Despite the toxic effects, CO has a potential protective role against 
oxidative stress.4, 5 CO is produced endogenously in the human body 
by a class of enzymes known as heme oxygenase (HO-1 and HO-2).6

HO enzymes are activated by various stimulant factors including 
proinflammatory cytokines and nitric oxide.7 HO-1 catalyzes the ini-
tial and rate-determining step in the oxidative degradation of heme 
to the antioxidant bilirubin. Employing NADPH (reduced nicotina-
mide adenine dinucleotide phosphate) and molecular oxygen, the 
HO-1 enzyme cleaves a meso carbon of the heme molecule, produc-
ing biliverdin, free iron, and CO. Biliverdin is subsequently converted 
to bilirubin by the bilirubin reductase. CO produced in the bilirubin 
synthesis has several biological activities including stimulation of the 
guanylate cyclase, which eventually activates the immunodefensive 
mechanisms against inflammatory diseases. CO is normally present in 
the exhaled air of healthy subjects at detectable concentrations of 1 to 
3 ppm,8 while it increases up to 3 to 7 ppm in patients with inflamma-
tory pulmonary diseases such as bronchial asthma, bronchiectasis, 
upper respiratory tract infections, and seasonal allergic rhinitis.3, 8

Treatments with inhaled and oral corticosteroids, which have been 
shown to reduce airway inflammation, have been associated with a 
reduction in the exhaled levels of CO in asthma patients.9 Based on 
these findings, it has been proposed that the measurements of CO 
concentration in exhaled air may serve as an indirect marker of air-
way inflammation. Moreover, recent reports demonstrated an 
increase of exhaled CO concentrations also in other diseases such as 
cystic fibrosis and diabetes mellitus.10–11

 



Nitrogen oxide (NO) and nitrogen dioxide (NO2), usually termed 
NOx, enter the atmosphere from polluting sources as well as from 
natural sources such as lightning and biological trials. NOx gases of 
anthropic origin mainly arise from the combustion of fossil fuels usu-
ally used to feed vehicle engine and from house heating. NOx cause 
several detrimental effects on the environment such as the photo-
chemical smog [a mixture of nitric acid, NOx, inorganic and organic 
nitrates, peroxyacetylnitrate (PAN), ozone, and other reactive oxygen 
species], and acid rains. NOx inhalation may result in several pulmo-
nary inflammations, and a constant exposure to 500 ppm of such 
gases may cause death within 2 to 10 days. The allowed exposure 
limit given by OSHA for NO is 25 ppm (averaged throughout an 8 h 
exposure), while for NO2 a 5 ppm limit is set as a ceiling level. For 
both gases, however, the alarm threshold is lower than 1 ppm, and 
Italian legislation set their concentration limit at 100 and 200 ppb for 
NO and NO2, respectively.

As previously discussed for CO, nitrogen oxide is also produced 
in the human body (lung), and it is involved in several metabolic and 
inflammatory processes. NO is synthesized endogenously by NO 
synthases (NOS).12 Three isoforms of NOS, which are products of 
three separate genes, have been identified including neuronal (nNOS 
or NOS I), endothelial (eNOS or NOS III), and iNOS (or NOS II). 
These enzymes convert l-arginine to NO and l-citrulline in a reaction 
requiring oxygen, NADPH, and many cofactors.13

NO produced mainly by NOS II plays a key role in immunode-
fense and antiviral mechanisms of airway epithelium cells, and alter-
ation of its concentration in exhaled breath is a signal of a pathologi-
cal status. Indeed, a concentration increase of exhaled NO has been 
demonstrated to be related to chronic inflammatory airway diseases 
such as asthma, bronchiectasis, and other respiratory infections 
including bacterial and viral illnesses.14–16 Typically, NO concentra-
tion in exhaled breath of healthy subjects ranges from 5 to 10 ppb 
while for asthmatic patients it falls in the range of 50 to 100 ppb.17–18

On the other hand, a much too low NO concentration has been related 
to the human immunodeficiency virus (HIV-1) and to cystic fibrosis, 
thus suggesting the existence of viral mechanisms that suppress the 
NO-related host defense.14, 19, 20 More recently, the potential therapeu-
tic role of NO gas in cancer treatment has also been investigated.21

Hence, NO can be considered as a signaling molecule of the 
inflammatory response to viruses. Such an immunodefense action is 
due to the NO activation of the guanylate cyclase22 to produce guano-
sine 3′,5′-cyclic monophosphate (cGMP) that acts as a second mes-
senger and relaxes the airway smooth muscles. Moreover, NO has an 
antiviral effect23, 24 since it is able to activate specific defensive enzymes 
through protein modification processes such as nitration of tyrosine 
and nitrosylation of thiols.25, 26 Unlike NO, NO2 is not involved in any 
physiological mechanism in the human body.
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Hydrogen sulfide (H2S) is one of the most dangerous chemicals; it 
is a colorless gas with a strong rotten egg smell at concentrations 
lower than 30 ppm and a sickeningly sweet odor at concentrations up 
to 100 ppm. H2S is an asphyxiant gas since it causes paralysis of the 
nerve centers responsible for the brain-controlled breathing. Expo-
sure to 1000 ppm H2S produces rapid paralysis of the respiratory sys-
tem, cardiac arrest, and death within few minutes. In addition to the 
effects on the respiratory system, at lower concentrations (in the 
range of 20 to 150 ppm) it causes irritation of the eyes. Slightly higher 
concentrations may cause irritation of the upper respiratory tract and 
pulmonary edema for prolonged exposure time. The concentration 
limit (OSHA) for such toxic gas is 20 ppm, averaged on 10 min of 
exposure time.

In spite of its dramatic effects on human health, H2S is well-known 
to be naturally synthesized in mammalian tissue from l-cysteine by 
two different enzymes: cystathionine-g-lyase (CSE) and cystathionine-
b-synthetase (CBS).27 Recent studies have shown the important role 
of H2S in several inflammatory states such as acute pancreatitis,28 dia-
betes mellitus,29, 30 chronic obstructive pulmonary diseases (COPD),31

and many other lung injuries. Unlike NO and CO, H2S relaxes the 
vascular tissues without the activation of the cGMP pathway.32 Indeed 
it exhibits a potent vasodilator activity via the activation of the KATP
channels in the vascular smooth muscles.33, 34 Nevertheless, the mech-
anism of the KATP channel activation as well as the H2S antiviral and 
antiinflammatory properties are still unclear, and both require fur-
ther investigations.

The discovery of biological functions related to gases believed 
until the last decades to be “poisons” has attracted increasing interest 
in worldwide research, so that the development of suitable analytical 
methods for their recognition and quantification has become a strin-
gent demand. Selective detection of inorganic biomarkers in exhaled 
breath is a non-invasive analysis method that can offer essential infor-
mation for determining the typology and/or the evolution of a spe-
cific illness. These analytical methods could be implemented in new 
diagnostic tools to be used in many different contexts such as hospital 
medical equipment, home diagnostic system for elderly and handi-
capped people, and safety guard sensor for both civil and military 
purposes. The main drawback of diagnostic breath analysis is related 
to the difficulties of detecting simultaneously and selectively the 
thousands of compounds contained in the human exhaled air. More-
over, the chemical composition of human breath depends on many 
other factors such as people’s habit, age, and location. All these rea-
sons make breath analysis very difficult to perform.

The most common analytical methods used to detect inorganic 
gases are chemiluminescence and spectroscopic techniques. Although 
these techniques are very sensitive (down to a few ppb), they are 
often expensive, non-portable, and time consuming. Several research 
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efforts have been devoted to the development of chemical sensor 
technologies with the aim of overcoming the limitations of the “non-
real-time” analytical methods. Ease of implementing in portable sys-
tems and the online monitoring of the inorganic volatile analytes are 
the main claimed advantages of the different sensor categories.

Nowadays, only few chemical sensor-based breath detectors 
(electrochemical transducers) are used to monitor the concentration 
of NO and CO while no portable systems for H2S in exhaled breath 
are known (H2S is usually measured via blood plasma analysis in the 
laboratory). Unfortunately, these detectors do not allow the simulta-
neous monitoring of NO, CO, and H2S. The detection of such gases at 
the same time in human breath could give a more accurate assess-
ment of inflammation and oxidative stress status of the patients.

The monitoring of inorganic substances (NOx, CO, and H2S) in 
the exhaled and inhaled air is therefore a very interdisciplinary field 
of research, and the development of stable, low-cost, and portable 
detectors is still a challenge. A wide range of sensors have been inves-
tigated in order to fulfill these needs, and although some of them are 
sensitive and reliable, they generally suffer from low selectivity and 
stability, or often require high working temperature. Examples of 
such sensors are potentiometric35–37 and amperometric sensors,38, 39

metal-oxide sensors (TiO2, SnO2, ZnO, WO3),
40–47 and MOSFET-type 

sensors.48, 49

In this area, organic thin-film transistors (OTFTs) are a promising 
alternative since they can offer reliable and reversible “analytical signal” 
upon exposure to the target analyte, at room temperature. Besides, 
OTFTs can be miniaturized and give quite selective responses at ppm-
ppb concentration level through the suitable choice of the sensitive 
layer, allowing the detection of a wide range of organic and inorganic 
compounds.

2.2 OTFT-Based Sensors: A Bird’s-Eye View
Despite an impressive list of available analytical technologies, design-
ing an inexpensive handheld or household sensor-based instrument 
is still an open challenge for the worldwide scientific community. In 
addition to sensitivity, selectivity, and robustness, low power con-
sumption and compact size are stringent requirements that sensor 
devices have yet to fulfil.50

Recognition of complex odors is being addressed, so far, by sensor 
array-based systems called electronic noses (e-noses) that attempt to 
mimic the mammalian olfactory system.51, 52 The e-noses commer-
cially available today, however, remain well outside of the feasible 
range for consumer products. The introduction of e-noses into the 
consumer market could enable a plethora of applications ranging from 
medical self-diagnosis kits to indoor air quality monitoring. Moreover, 
at the industrial level, sensor arrays could be integrated into devices 



 56 C h a p t e r  T w o  

for the quality control of beverages, olive oil, explosives, pathogenic 
bacteria, and many other products.

Currently, the commercially available sensors are metal-oxide or 
conducting polymer-based chemiresistors and inorganic field-effect 
sensors. The most widely used MOS (Metal Oxide Semiconductor) 
devices are based on tin oxide resistors doped with different catalytic 
metal additives such as platinum or palladium in order to modulate 
its sensor response. p-type MOS devices are also available. Such 
devices are based on copper oxide, nickel oxide, and cobalt oxide, 
which respond to oxidizing odorants like oxygen, nitrous oxide, and 
chlorine. The gas analyte is detected by means of its effect on the elec-
trical resistance of a metal-oxide semiconductor active layer.

Modern MOS devices are typically produced through sputtering 
processes and are patterned with microfabrication techniques to min-
imize the device size. However, integration of multiple metal oxides, 
or even the same metal oxide containing different dopants, onto the 
same substrate is difficult and expensive using traditional microfab-
rication techniques, because an extensive subtractive processing is 
required, and the production yield quickly drops with each addi-
tional layer of material used.

Generally MOS devices offer the advantages of low cost, a good 
level of insensitivity to humidity, and an output signal that is easy to 
read and process. Disadvantages, however, include high operating 
temperatures, signal drift over time, limited selectivity, high power 
consumption, and only modest sensitivity. For these reasons, the use 
of organic active layer, such as conductive polymers (CPs) instead of 
metal-oxide, is being widely investigated in chemiresistors. The sensor 
response is produced when ambient vapors absorb into the polymer, 
inducing physical or chemical interactions that change the conducti-
vity of the film.53, 54 The wide range of organic material that can be 
synthesized enables the fabrication of CP chemiresistors with sensi-
tivities over a broad range of organic compounds. CPs are cost-effective 
and easily synthesized, and they present fast responses to a large 
number of volatile analytes with low power consumption.

Nevertheless, reliability in CP-based chemiresistors is still an 
issue. The biggest disadvantage of CP sensors is their sensitivity to 
humidity and their susceptibility to poisoning due to irreversible 
binding of vapor molecules to the sensing material.55

Organic thin-film transistors, as discrete elements or implemented 
in plastic circuits, are currently the most fascinating technology for 
chemical and biological sensing. OTFTs are field-effect devices with 
organic or polymer semiconductor thin film as channel materials. 
They can act as multiparametric sensors,56 with remarkable response 
repeatability and as semi-CP-based sensing circuits.57, 58 As a matter of 
fact, transistors based on organic semiconductors are known to 
exhibit gas sensor responses, and they may be able to provide a low-
cost replacement for the gas sensor arrays currently used in e-noses.
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OTFTs are three-terminal devices in which charge conduction 
between two terminals, the source and the drain, is controlled by 
modulating the electrical potential of a third terminal, the gate. 
A typical OTFT structure is shown in Fig. 2.1. The gate can be used to 
switch the transistor “on” (high source-drain current) and “off” (negligible 
source-drain current). The organic active layer is generally a few tens 
of nanometers made of a conducting polymer or oligomer. The semi-
conducting film is typically deposited by solution processing (such as 
solution casting, spin coating, Langmuir-Shäfer or Langmuir-Blodgett 
techniques) or by thermal evaporation. The deposited thin films are 
generally polycrystalline, to be more precise, films composed of con-
tiguous grains having size of few hundreds of nanometers (see the 
magnification in Fig. 2.1).

In a simplified view, for a p-type semiconductor, the application 
of a negative gate voltage leads to an accumulation of positive charge 
carriers, and the thin film conductance increases (accumulation 
mode), while the application of a positive gate voltage depletes the 
major carriers and reduces the film conductance (depletion mode). 
When enough charge carriers have been accumulated, the conducti-
vity increases dramatically, providing a conductive channel between 
the source and drain electrodes. The typical I–V curves reported in 
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FIGURE 2.1 Schematic structure of an organic thin-fi lm transistor (OTFT) with 
a polycrystalline active layer and a typical Ids–Vds characteristic curves.
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Fig. 2.1 show a linear region for Vds≤ Vg – Vt and a saturation region 
for Vds > Vg – Vt. Here Vt is the device threshold voltage, that in TFTs 
is equal to qNd/Ci,

59 where N is the film doping density, Ci is the die-
lectric capacitance per unit area, and d is the gate dielectric thickness. 
The threshold voltage Vt marks the passage from the off to the on con-
ductivity regime.60 In transistors with undoped active semiconductor 
materials, the threshold voltage extracted from the I–V curves 
depends on the density of the low-mobility electronic levels (trap 
states) as it corresponds to the voltage required to fill such trap 
states,61, 62 located primarily at the interface with the gate dielectric.

Generally speaking, the device performance is described by two 
figures of merit: the field-effect mobility μFET and the on/off ratio. The 
μFET is the field-effect mobility of the charge carriers moving in the 
organic layer, which should be as large as possible. It is often extracted 
from the I–V curves by using the standard analytical equations devel-
oped for inorganic semiconductor devices59, 63

I
W

L
C V Vi tds

SAT = ⋅ −
2

μ ( )g
(2.1)

Strictly speaking, these equations apply only to TFTs exhibiting con-
stant charge carrier mobility, which is not the case for polycrystalline 
OTFTs; thus μFET values extracted should be considered as estimates. 
Typical μFET extracted values are in the 10–3 to 10–1 cm2/(V · s) range, 
but values as high as 1 to 10 cm2/(V · s) [a-Si:H TFTs have μFET of 0.1 to 
1 cm2/(V · s)] can be reached.63 The on/off ratio, defined as the ratio of 
the Ids current in the on (Vg > Vt) and off (Vg = 0 V) states, is indicative 
of the switching performance of the device.

Using a three-terminal OTFT structure instead of the two-terminal 
chemiresistor construction introduces additional process complexity 
and complicates signal processing, but judicious use of the gate bias 
can enhance sensitivity, discrimination, and measurement repeatabil-
ity.64–68 Moreover, the extraction of many parameters such as μFET, Vt,
and bulk resistivity allows the partial deconvolution of various analyte- 
sensor interaction related parameters, which is not possible in the 
single-parameter chemiresistor devices. As a matter of fact, OTFT 
devices have been successfully employed as chemical sensors for the 
detection and monitoring of organic volatile analytes and less fre-
quently for inorganic ones. OTFTs based on various oligothiophenes 
and phthalocyanines, when exposed to a variety of volatile analytes 
such as alcohols, ketones, thiols, nitriles, and esters, have shown a 
typical pattern for each single analyte, demonstrating that the variety 
of organic semiconductor materials can be successfully used for fabri-
cating a selective array of gas sensors.58 More recently phthalocyanine-
based transistors have been used to measure the concentration of 
strong oxidizing species, such as ozone and NO2, demonstrating that 
the use a field-effect transistor rather than conventional chemiresistors
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offers several advantages, one of which is the improvement of the 
reversibility of the adsorption process thanks to the reverse bias 
applied.69 Very recently the potentialities of the OTFT gas sensors 
have been extended to the chiral discrimination of enantiomeric com-
pounds. A chiral bilayer OTFT gas sensor—comprising an outermost 
layer with built-in enantioselective properties—has been demon-
strated to exhibit field-effect amplified sensitivity that allows differ-
ential detection of optical isomers in the tens of ppm concentration 
range.70 Moreover, although response enhancement has been already 
reported,50, 67, 71–74 this is the first direct evidence of gate field-induced 
sensitivity enhancement. This opens interesting perspectives for the 
use of microscopic OTFTs as ultrasensitive electronic transducers that 
could also operate as sensing switches.

It can be concluded that organic materials are useful for e-nose 
applications for several reasons:

• The carbon backbones of the organic semiconductors make 
the sensitive film more chemically active than most of their 
inorganic counterparts, thus amplifying the electrical responses 
and the sensitivity.

• Organic electronic materials can be readily modified using 
synthetic chemistry, allowing their chemical sensitivities to 
be controlled by careful design of the organic semiconductors 
or by the introduction of selected functional groups.

• Organic molecules are commonly soluble at room tempera-
ture in common solvents. This is especially important for 
applications such as the e-noses, where the construction of an 
integrated array of different chemical sensors can be made by 
printing techniques on plastic substrates.

• Detection limits and sensitivity also benefit from the signal 
amplification that is inherent in transistor devices, allowing 
transistor-based sensors to outperform chemiresistors even 
better than amperometric and potential sensors.

2.3  Anthracene-Based Organic Thin-Film Transistors 
as Inorganic Analyte Sensors

In this section, the field-effect and gas sensing properties of the OTFT 
devices based on functionalized 9,10-ter-anthrylene-ethynylene oli-
gomers (D3ANT) are presented. The oligomer was characterized by 
1H-NMR, mass spectrometry, IR, UV–vis, photoluminescence (solu-
tion and solid state), and cyclic voltammetry (CV). Moreover, the 
morphological and structural characterizations of the molecule have been 
investigated by means of AFM, STM, and grazing incidence X-ray dif-
fraction (GIXRD) techniques. D3ANT oligomers have shown good 
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semiconducting properties with an average mobility in top-contact 
configuration of 1.2 × 10–2 cm2/(V · s) with on/off ratios higher than 
104, while the highest mobility obtained was 0.055 cm2/(V · s). Gas 
sensing measurements performed on D3ANT-based OTFT showed 
high selectivity toward the NOx gases with detection limit at sub-
ppm levels.

2.3.1 Introduction
Until now, polycyclic aromatic hydrocarbons (PAHs) have been 
among the most studied organic materials for OTFT applications. 
Particular attention has been paid to linear PAHs composed of later-
ally fused aromatic rings and called simply acenes.75 Among all the 
studied acenes, with no doubt pentacene is known to have the highest 
hole mobility [>1.0 cm2/(V · s)] for high vacuum deposited thin 
films,76–78 and it is used as reference standard for all newly synthe-
sized p-type organic semiconductors. Thermally evaporated penta-
cene OTFTs have been used in sensor applications as well. Pentacene 
OTFTs were tested as humidity sensors79 by Zhu et al. reporting a 
saturation current reduction up to 80% after a relative humidity (RH) 
change from 0 to 30%. The gas sensing response was attributed to a 
decrease of the hole mobility due to the water molecule. Moreover, 
the sensitivity depended on the thin-film thickness. Other experi-
mental work was conducted to shed light on the sensing mechanisms 
of pentacene.80, 81 The reduction of both hole mobility and source-
drain current has been related to the interaction at grain boundary of 
the charge carriers with the polar water molecules.

The gas sensing properties of pentacene OTFT sensors have been 
explored also toward 1-pentanol82 by employing devices with chan-
nel lengths ranging from 36 μm to 20 nm. The source-drain current 
was found to decrease upon analyte exposure for the larger-scale 
devices whereas the opposite happened surprisingly for the smaller 
ones. These results were explained by considering the effects of two 
competing mechanisms: a reduction in mobility due to charge carrier 
trapping at grain boundaries and an increase in charge density asso-
ciated with the interactions between the analyte molecules and pen-
tacene grains. However, the role of the contact resistance was not 
ruled out. Moreover, it was observed that channel length correspond-
ing to gas sensing crossover point was dependent on the pentacene 
grain size.

To fully realize the advantages of organic materials for sensor 
devices, all the components of organic circuits and in particular the 
semiconductor layer should be constructed by solution or printing 
methods at ambient temperature and pressure. Unfortunately, even 
though pentacene has shown the highest charge mobility, its limited 
solubility prevents the use of solution deposition techniques. For this 
reason many research groups have set out to synthesize a processable 
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version of this molecule. The first method for solubilizing pentacene 
was proposed by Brown et al.83 The adopted strategy is based on pre-
paring a soluble pentacene precursor that is not a semiconductor but 
can be converted to the active form upon heating at 140 to 220°C,
obtaining a mobility of 0.2 cm2/(V · s).84 Similar synthetic approaches 
have been proposed for obtaining soluble pentacene derivates,85–87

and OTFT based on such molecules showed field-effect mobilities 
ranging from 8.8 × 10−3 to 0.89 cm2/(V · s).

The preparation of soluble precursors is, however, synthetically 
challenging and often a costly annealing process is required to obtain 
high-order and semiconducting thin films. Moreover, even though 
the thermal conversion processes have been claimed to be quantita-
tive, undetectable amounts of precursors or by-products can intro-
duce trap states in the films, reducing the mobilities.88

Alternatively, pentacene can be structurally modified to achieve 
better solubility through wet techniques, to obtain desirable supra-
molecular order in the solid state and to improve stability toward 
oxygen and light. The seminal work of Anthony and coworkers has 
shown that all these objectives can be simply achieved in a one-pot 
reaction from 6,13-pentacenequinone introducing bulky silyl groups 
separated from the acene by alkyne spacers at the 6,13-pentacene 
position.89–92

These novel bis-silylethynylated pentacenes exhibit several 
remarkable features compared to the respective parent pentacene 
molecule. First, the bis-silylethynylation, apart from increasing the 
solubility, lowers the triplet and LUMO (Lowest Unoccupied Molec-
ular Orbital) energy of pentacene and thus enhances the oxidative 
stability.93 Moreover, the sterically demanding substituents prevent 
the dimerization through Diels-Alder reaction. The improved stabil-
ity of the TIPS pentacene (triisopropylsilylethynyl pentacene) was 
demonstrated by its 50 times slower degradation in air saturated tet-
rahydrofurane solution compared to the unsubstituted compound. 
In the dark, even oxygen-saturated solutions of TIPS pentacene did 
not show considerable decomposition after 24 h.93

Of all functionalized pentacene only the TIPS pentacene that 
exhibits 2D π-stacking interactions yields high-performance thin-film 
devices: in OTFT prepared by vacuum deposition a hole mobility of 
0.4 cm2/(V · s) was observed, while in a spin-coated device a mobility 
of 0.17 cm2/(V · s) and on/off current ratios of 106 were measured.91

Notably the electrical measurements were performed in air at room 
temperature, proving that the introduction of these substituents 
improves the device stability.

The high mobilities observed in the TIPS pentacene were 
explained by invoking the two-dimensional self-assembly of the aro-
matic moieties into π-stacked arrays that enhance the intermolecular 
overlap. Indeed, TIPS pentacene does not adopt the typical pentacene 
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herringbone pattern, but stacks in two-dimensional columnar arrays 
with significant overlap of the pentacene rings (the interplanar spac-
ing of the aromatic rings is 3.47 Å for TIPS pentacene, compared with 
6.27 Å for pentacene). Recently better results were obtained with 
drop-casted films. Hole mobilities as high as 1.8 cm2/(V · s) and on/
off current ratios of 108 have been achieved by drop-casting a 1% w
toluene solution of TIPS pentacene on top of a bottom-contact FET 
device substrate.94 The approach proposed by Anthony has also been 
extended to other acene derivatives such as pentacene ethers,95 acen-
edithiophenes,96 and longer hexa- and heptacenes.97 Remarkably, 
drop-casted films of a bis-triethylsilylethynyl anthradithiophene 
yielded devices with mobilities as high as 1.0 cm2/(V · s) and on/off 
current ratios of 107.92

Although acenes result in appealing materials for OTFT applica-
tion, only few sensing application examples are found in literature. In 
addition to pentacene thin film employed in alcohols and humidity 
OTFT sensors, other experimental works deal with the use of naph-
talene tetracarboxylic derivates film as sensitive materials for water 
vapor,56, 98 ketones, thiols, and nitriles.58 Differently from acenes, oligo- 
and polythiophene have been widely investigated for the sensing of 
alcohols,58, 72, 99 esters,58 thiols,58 ammonia,100 chloroform,101 lactid acid, 
and glucose.102 Moreover, in the case of the regio-regular polythio-
phenes the fundamental role of the alkyl- and alkoxy-side chain in 
conferring selectivity72 to an OTFT has been fully demonstrated, 
pointing out the importance of the chemical functionalization for the 
control of the sensing element selectivity.

In conclusion, the ability to functionalize organic semiconductors 
in order to control their chemical-physical properties, the type of 
interaction occurring in solid state, and the gas sensing properties of 
the thin film are a critical aspect in the perspective to develop and 
commercialize a new sensing platform with high performance and 
low power consumption.

2.3.2 New Materials for OTFT Sensing Applications
As seen, more stable and solution processable pentacene deriva-
tives have been synthesized, some of which showed high field-effect 
mobilities comparable to or even greater than the parent pentacene 
molecule. An alternative approach to obtain semiconductive mate-
rials consists of the construction of suitable oligomeric structures 
with smaller polycyclic benzenoid systems.103–107

The adoption of this strategy is justified by the following reasons.

• Smaller acenes are less conjugated and have a greater oxida-
tive stability; this characteristic is fundamental in applica-
tions where durability and reproducibility are the deciding 
factor.
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• The several available synthetic methods permit the construc-
tion of a plethora of extended π-systems. This allows the fine 
tuning of the electronic properties.

• The synthesis of extended π-systems may enhance the π−π
interactions which are crucial for efficient interchain charge 
transport.

Due to the higher oxidation potential and the more accessible 
synthetic protocols, anthracene is fast becoming a very deeply inves-
tigated moiety for use as active layer in OTFT devices. Historically, 
anthracene has been widely studied as an organic photoconductor 
and for OLED devices108–112 while little attention has been paid to its appli-
cation in field-effect transistors. Hole mobilities in anthracene single 
crystal were measured by the time of flight technique and were 
found to reach up to 3 cm2/(V · s)113 at 300 K. While in single crystal 
OTFT devices the higher mobility was 0.02 cm2/(V · s) measured at 
170 K.114

In the last few years a considerable number of anthracene deriva-
tives were reported. The best results for thermal evaporated thin 
films were obtained by Meng and coworkers reporting for a 2,6-bis
[2-(4-pentylphenyl)vinyl] anthracene a hole mobility of 1.28 cm2/(V · s) 
and on/off ratio greater than 107.115 The observed high charge mobili-
ties have been attributed to the densely packed crystal structure that 
in principle would ensure a high transfer integral between the adjacent 
molecules.

For solution deposited thin films, the best mobility was reported 
recently by Park et al. for a 9,10-bis(triisopropylsilylethynyl) substi-
tuted anthracene-thiophene oligomers.116 A hole mobility of 4.0 ×
10−3 cm2/(V · s) and on/off ratio of 106 were observed for a chloroform 
spin-coated OTFT. Remarkably the introduction of the bulky TIPS 
substituents led to a π-stacked crystal structure with an interplanar 
distance of 3.49 Å, similar to the value observed for functionalized 
pentacene.

Here we report on synthesis, characterization,131 and NOx gas 
sensing properties of a new p-type semiconductor based on a 9,10-
ter-anthryleneethynylene bearing decyl alkyl chains as side groups, 
namely, D3ANT. To the best of our knowledge, no example has been 
provided so far of 9,10 substituted anthracenes exhibiting field-effect 
modulation properties and high selectivity toward NOx gases.

In the ter-anthrylene ethynylene structure, three neighboring anthra-
cenes are chemically linked by two ethynylene bonds, hence facilitating 
the effective charge transport to be extended beyond a single anthra-
cene unit. With respect to 9,10-anthrylenes, the introduction of ethy-
nylene moieties between the anthracene units was conceived to build 
a planar π-framework potentially endowed with good intermolecular 
interactions also in a disordered film.
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9,10-bis[(10-decylanthracen-9-yl)ethynyl]anthracene was pre-
pared following the synthetic approach depicted in Fig. 2.2. 9,10-
Dibromoanthracene (1) was mono-lithiated with phenyl lithium and 
subsequently reacted with decyl bromide to yield 9-bromo-10-decyl-
anthracene (2). A Negishi coupling of 2 with (trimethylsilyl)ethynyl 
zinc chloride yielded the trimethylsilyl-ethynyl derivative 3. Deprot-
ection of 3 with tetrabutylammonium fluoride gave 9-ethynyl-10-
decyl-anthracene (4) that was readily reacted with 1 in a Sonogashira 
coupling to obtain D3ANT. The final product was purified from soluble 
by-products by subsequent Soxhlet washings with methanol, acetone, 
and n-hexane. Finally the product was extracted using chloroform 
and reprecipitated twice from chloroform-methanol solution. D3ANT 
was obtained in good yield (60%) as a purple-red powder slightly 
soluble in chlorinated solvents at room temperature. The proposed 
structure is fully supported by its molecular mass (APCI-MS), as well 
as by the 1H-NMR spectrum recorded in toluene at 80°C.

To investigate the thermal degradation of D3ANT, thermogravimet-
ric analyses (TGA) and differential scanning calorimetry (DSC) were car-
ried out. A good thermal stability was revealed with a decomposition 
temperature of 373.7°C at 5% weight loss. The thermal behavior below 
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FIGURE 2.2 Scheme 1. Synthesis of D3ANT. (Reproduced by permission of 
The Royal Society of Chemistry, Ref. 131.)
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the decomposition temperature was investigated by DSC analysis, 
evidencing only fusion occurs at 247.1°C.

The optical properties of D3ANT were investigated by UV-
vis absorption and fluorescence spectroscopy. The UV-vis spec-
trum of D3ANT measured in CHCl3 solution (Fig. 2.3a) showed a 
structureless absorption band with a maximum at 504 nm 
ascribed to the π−π* transition of the conjugated backbone. From 
the onset of the absorption spectra the optical HOMO/LUMO 
gap is 2.19 eV, almost the same observed for pentacene in toluene 
solution (2.12 eV).117 The introduction of ethynylene spacers 
between the three anthracene units effectively extends the conju-
gation beyond the single anthracene chromophore (λmax = 376 nm 
in cyclohexane solution). Moreover, the absence of well-resolved 
vibronic replica, typical for anthracene-based systems, can be 
ascribed to the low rigidity of the ter-anthrylene ethynylene 
architecture caused by a low torsional energy barrier between 
the anthracene moieties. In fact it has been shown that the energy 
barrier for the rotation about the alkyne-aryl bond is relatively 
low118, 119 because the energy difference between the fully copla-
nar structure and the perpendicularly twisted structure has been 
estimated to be less than kBT at room temperature.120 Therefore, 
the rotation around the ethynyl group between the coplanar form 
and the twisted form, in absence of steric constraint, is allowed. 
Moreover, in most aryleneethynylene derivatives the coplanar 
structure over the neighboring aryl groups is the most stable 
both in the ground and in the excited state, which affords the 
well-extended π-conjugated system.
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FIGURE 2.3 (a) Normalized UV-vis absorption and photoluminescence emission 
spectra for D3ANT in CHCl3 solution and (b) as thin fi lms drop-cast from 0.05 wt % 
chloroform solution. For solution and solid states, respectively, λex was 504 and 
532 nm. (Reproduced by permission of The Royal Society of Chemistry, Ref. 131.)
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The solution emission spectrum is characterized by a maximum 
568 nm localized in the green-yellow region accompanied by a shoul-
der at longer wavelength, ascribable to a poorly resolved vibronic 
replica. The measured Stokes shift is equal to 64 nm. This value sug-
gests that appreciable nonradiative processes take place before the 
absorbed photons are reemitted. The nonradiative processes can orig-
inate from either molecular rearrangements or solvent-molecule 
interactions upon photoexcitation.

The optical properties of the D3ANT were also investigated in the 
solid state (Fig. 2.3b). The absorption spectrum is characterized by a 
marked red-shifted band at 535 nm accompanied by a new more 
intense red-shifted band at 603 nm. The latter clearly indicates strong 
electronic interaction between molecules in the films and is generally 
recognized as the aggregation band. Actually for oligo and poly 
arylene ethynylene systems, the situation is somewhat complicated 
by the conformational freedom of the conjugated backbone; in fact the 
red-shifted band might originate from the cooperative effect of both 
molecular planarization of conjugated backbone and electronic orbital 
interaction between different conjugated backbones.121–124 The emis-
sion spectrum at the solid state is characterized by a consistent red 
shift of the maxima (677 nm) with respect to those in solution, inde-
pendently of the exciting wavelength. We suppose that in the solid 
state the emission arises only from the intermolecular aggregates.

To further analyze the optical properties of D3ANT, solvent-induced 
aggregation studies were performed. We expected that the addition of 
nonsolvents to a D3ANT chloroform solution would possibly induce 
molecular aggregation. As shown in Fig. 2.4a, D3ANT in CHCl3 exhib-
its a strong absorption band at about 504 nm. As the methanol (nonsol-
vents) component increases to about 40 Vol %, a new absorption band 
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FIGURE 2.4 (a) Absorption spectra and (b) fl uorescence spectra of D3ANT measured 
in CHCl3/MeOH with various compositions. D3ANT was excited at 500 nm, 
C = 7.5 × 10−6 M.
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at 607 nm is developed along with decrease of the absorption band at 
504 nm. The wavelength of this new absorption band is comparable to 
that of thin-film D3ANT (603 nm), indicating formation of molecular 
aggregation. Fluorescence of D3ANT in the solvent/nonsolvent mix-
ture reveals a similar trend (Fig. 2.4b). As the methanol concentration 
increases, the fluorescence intensity around 568 nm tended to decrease. 
Simultaneously, the relative band intensity around 635 nm increased. 
Moreover, the fluorescence intensity of both bands dramatically 
decreases with increasing the methanol concentration.

The appearance of the red-shifted fluorescence band and the 
strong decrease of the fluorescence intensity can be interpreted by the 
intermolecular aggregation as in the film state. The formation of 
strong intermolecular interaction in the solid state is one of the essen-
tial requisites for efficient charge transport. The observation of aggre-
gate formation for the synthesized oligomers is a good clue for the 
application of the oligomers as channel materials in OTFTs.

The electrochemical behavior of D3ANT was studied in CH2Cl2
using Ag/Ag+ as reference electrode and employing ferrocene as inter-
nal standard for the potential calibration. The cyclic voltammogram 
showed two quasi-reversible oxidation peaks (1.05 and 1.20 V) and an 
irreversible oxidation peak at 1.49 V. This behavior is likely due to the 
sequential abstraction of three electrons from the three anthracene moi-
eties. Two irreversible reduction peaks at −1.26 and −1.53 V were also 
observed. Moreover, taking −4.8 eV as the HOMO level of the ferrocene 
system,125 the HOMO and LUMO energy levels were estimated from 
the onset of the first oxidation and reduction as −5.23 and −3.15 eV, 
respectively, resulting in an energy gap of 2.1 eV. The obtained electro-
chemical HOMO/LUMO gap is in reasonable agreement with the 
optical gap in CHCl3 (2.2 eV). A HOMO level of 5.23 eV aligns well 
with the work function of gold (4.8 to 5.1 eV) and in principle should 
lead to a good injection of charge carriers from the Au electrodes.

2.3.3 Device Performance
OTFT devices were fabricated by using both bottom- and top-contact 
geometry. In the bottom-contact configuration, drain and source elec-
trodes (Ti 10 nm/Au 50 nm) at various channel widths and lengths 
were fabricated on the Si/SiO2 surface by photolithography. The sili-
con substrate serves as gate electrode. The substrates were cleaned as 
follows: the wafers were first immersed in a piranha solution for 8 min 
to remove traces of adsorbed organic materials, rinsed with deionized 
water (DI), and eventually dried with a nitrogen flow. They were then 
washed according to the standard cleaning (SC) procedures.126, 127 Thin 
films of D3ANT were deposited onto the SiO2 surface by spin coating 
from 0.05 % (w/w) solutions in anhydrous CHCl3 at 2000 rpm for 30 s. 
Some of the films were subjected to an annealing procedure consisting 
of a treatment at 100°C for 30 min under a nitrogen atmosphere.
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The devices were tested as p-channel materials with an Agilent 
4155 C semiconductor parameter analyzer kept in a glove box at room 
temperature. The field-effect mobilities in saturation regimes were 
extracted using the well-known equation59

 Ids = Ci μ (W/2L) (Vg − Vt)
2 at Vds > Vg (2.2)

where Ids = drain-source current
Ci = capacitance per unit area of the gate dielectric layer

 Vg = gate voltage
 Vt = threshold voltage

Voltage Vt was extrapolated from the (Ids)
1/2 vs. Vg plot.

Channel mobilities as high as 1.6 × 10−3 cm2/(V ⋅ s) with an on/off 
ratio of 2 × 104 were reached with a bottom-contact geometry. These 
figures were slightly improved by annealing the substrate film for 
30 min at 100°C, resulting in a mobility of 2.8 × 10−3 cm2/(V ⋅ s) and an 
on/off ratio of 6 × 104. Postthermal annealing treatments have been 
known to improve molecular ordering and grain sizes of the thin film 
and frequently result in better device performance. Moreover, anneal-
ing may reduce also the concentration of adsorbed impurity dopants 
(moisture and oxygen), increasing the OTFT properties.128–130

Field-effect mobility greater than one order of magnitude was 
achieved for spin-coated and annealed top-contact OTFT. Top-
contact devices were fabricated using a highly n-doped silicon wafer 
(resistivity 20 Ω ⋅ cm) as gate contact on which 100 nm of dielectric 
(SiO2) was thermally grown. Gold was used as the source and drain 
electrodes, and it was deposited on organic active layer through a 
shadow mask with a channel width (W) of 500, 1000, 2000, and 4000 μm
and a channel length of 150, 100, 100, and 200 μm, respectively.

Figure 2.5a shows the current–voltage characteristics (Ids vs. Vds) at 
different gate bias for top-contact devices of an active channel having 
W/L = 500/150 (μm/μm). Figure 2.5b shows Ids and Ids

1/2 vs. Vg transfer 
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characteristics at source-drain voltage fixed at −30 V. Such plots show 
that D3ANT-based OTFT exhibits a well shaped p-channel response, 
with defined linear and saturation regions. An averaged mobility of 
1.3 × 10−2 cm2/(V ⋅ s) was observed with on/off ratio varying from 103 to 
105. The highest mobility reached was 0.055 cm2/(V ⋅ s) while optimized 
on/off ratios reached the value of 4 × 105.131 Data reported in Fig. 2.5 are 
relevant to the best mobility device (spin and annealed film). The 
observed mobilities of ~10−2 cm2/(V ⋅ s) are the highest reported so far 
for solution processed anthracene oligomers.132–133

Thin-film morphology of D3ANT deposited onto a Si/SiO2 sub-
strate was studied by means of atomic force microscopy (AFM). Spin- 
coated thin films showed a good surface coverage, as can be noted 
from the AFM topographical image reported in Fig. 2.6a. Moreover, a 
grainlike structure with continuous grains having a size of about 
0.04 μm can be noted. The film thickness of D3ANT was also evalu-
ated to be 10 nm.

The structural characterization of D3ANT thin films was carried 
out by means of out-of-plane GIXRD analysis. Thin films of D3ANT 
were deposited by spin coating on SiO2/Si substrates under the same 
conditions used for the construction of the OTFTs. All the GIXRD dif-
fractograms are featureless, indicating the absence of long-range 
structural order in the bulk active layer and in the out-of-plane direc-
tion. Similar GIXRD patterns were observed for thin films of mole-
cules of the same family, i.e., bearing two (trimethoxyphenyl) ethynyl 
substituents at the 9,10 positions of anthracene, which are also inher-
ently disordered though they do not show any field-effect transistor 
behavior.134

The most plausible reason for the improved charge mobility is 
related to the introduction of two 10-decylanthr-9-yl-ethynyl groups 
at the 9,10 positions of anthracene that extends the interaction between 
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FIGURE 2.6 (a) AFM topographical image of D3ANT deposited on Si/SiO2 (1 × 1 μm) 
and typical constant-current STM images of self-organized monolayers of D3ANT 
adsorbed (b) at the n-tetradecane–HOPG interface (16 × 16 nm2; V

t
= −333 mV; 

I
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= 27 pA) and (c) at the n-tetradecane–Au(111) interface (16 × 16 nm2; V
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= −62 mV; 
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= 83 pA). (Reproduced by permission of The Royal Society of Chemistry, Ref. 131.) 

(See also color insert.)
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π-systems, independently from the structural packing of the D3ANT 
molecules in the solid active layer. However, as a bulk technique, 
GIXRD is unable to provide structural information on molecular 
arrangement of the first monolayer at ultrathin organic semiconductor/
SiO2 interface where field effect takes place. XRD studies only allow 
the interpretation of oligomer chain packing up to the resolution of 
several monolayers.

To shed more light on the two-dimensional self-organization of 
D3ANT, we investigated monolayers on highly organized pyrolitic 
graphite (HOPG) and Au(111) by scanning tunneling microscopy 
(STM) in a liquid environment of n-tetradecane.135–137 The STM study 
reveals 2D organization of the molecular architectures induced by the 
substrate-molecule and molecule-molecule interactions on conduct-
ing and atomically flat substrates.

Two-dimensional layer consisting of highly ordered monodo-
mains that extend over distances of 100 to 400 nm on highly oriented 
pyrolytic graphite (HOPG) was formed, as seen in Fig. 2.6b. Each 
domain consists of a closed-packed arrangement of linear and parallel 
rows of molecules. The distance between adjacent rows is 1.3 nm (in 
dark contrast) corresponding to the decyl chains in a slightly tilted posi-
tion. The bright contrast areas correspond to the main π-conjugated 
backbone of D3ANT with a length of ~2.0 nm, in good agreement
with the calculated core length (1.9 nm) and the profile of frontier wave 
functions, which is mainly defined by three anthracene subunits. The 
2D unit cell parameters were measured to be a = 3.1 nm, b = 1.2 nm, 
α = 94°. Moreover, from the high-resolution STM figure, the three 
anthracene subunits of each individual molecule are clearly visible 
on HOPG surface. Such evidence proves a nearly planar adsorption 
of the entire molecule on HOPG with no twist angle and full conjuga-
tion between the anthracene subunits.

D3ANT molecules adsorbed on reconstructed Au(111) (Fig. 2.6c)
also form self-organized domains with linear and parallel row 2D 
structure very similar to that on HOPG. However, noticeable differ-
ences in the organizing behavior of the D3ANT can be observed by 
comparing both images. The self-organized domains on Au(111) 
surface do not extend over distances as large as on HOPG, and the 
distance between adjacent D3ANT rows on Au(111) (~0.3 nm) is 
markedly smaller than that on HOPG. On Au surface, D3ANT cannot 
accommodate decyl chains which are probably folded below or above 
the anthracene subunits, and this results in a more densely packed 2D 
structure on Au(111) as compared to HOPG. Again, the individual 
anthracene subunits of each molecule are clearly visible.

As seen, for spin-coated and annealed thin films of D3ANT, the 
GIXRD analysis indicated the lack of bulk ordered, but at the same 
time the STM revealed the strong tendency to form high-order 2D 
self-assembled monolayer on both HOPG and Au(111) surface. 
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Indeed, solvent-induced aggregation studies point out that the forma-
tion of ordered structures should be an intrinsic property of D3ANT.

Generally for amorphous thin films, field-effect mobilities in the 
range of 10−6 to 10−4 cm2/(V · s) have been observed.138 In the case of
D3ANT the quite high mobilities of ~10−2 cm2/(V · s) obtained for spin 
coating suggest that a totally amorphous organization of the thin 
films is unlikely. This observation is further supported by the STM 
studies as well as by the solvent-induced aggregation studies. Finally, 
we believe that during the spin coating process few ordered mono-
layers are formed on the dielectric surface wherein charge transport 
takes place while the subsequent layer nucleates in a disordered man-
ner, affording the observed GIXRD spectra.

2.3.4 Gas Sensing Measurements
Gas sensing measurements were performed by using bottom-contact 
OTFT with channel width and length of 11,230 and 30 μm, respec-
tively. D3ANT was deposited as thin film by spin coating as previ-
ously discussed. The devices, after an annealing treatment, were 
tested in a clean-room environment exhibiting good field-effect prop-
erties with a mobility of 1.2 × 10−3 cm2/(V · s) and an Ion/Ioff ratio of 
4 × 104 similar to the performance observed in a nitrogen atmosphere.

Nitrogen oxides, carbon monoxide, and hydrogen sulfide were 
supplied by certificated cylinders (5 ppm NO, CO; 2 ppm H2S and 
NO2) connected to a gas delivery station by means of four different 
fed systems to prevent cross contamination. Nitrogen was used as 
carrier gas and to dilute the test gases. The gas mixing was carried 
out with computerized flowmeters. All the sensor testing was per-
formed at room temperature and at a pressure of 760 Torr by using a 
constant flow rate of 200 sccm. The ambient humidity condition was 
also kept constant at about 40% RH. The thin films were exposed to 
each gas at different concentration levels through a nozzle located 
about 3 mm above the device.

The Ids transient curves, at fixed source-drain and gate voltage 
(Vg = −40 V and Vds = −40 V) were measured while exposing the 
D3ANT OTFT to each gas for 60 s. Afterward the device was exposed 
for 120 s of pure N2. The results are reported in Fig. 2.7a. It is apparent 
that the Ids current systematically increases at each NO2 exposure cycle 
(dotted line), and the responses in the working range (0.2 to 2 ppm) are 
also linearly dependent on the analyte concentration. A similar behav-
ior can be seen (solid line in Fig. 2.7a) for the interaction with NO 
molecules. The interaction of strong electron-accepter molecules, 
such as NO2, with a p-type organic semiconductor, such as D3ANT, 
leads to a change of the transport properties, ascribable to a doping 
process, as already reported in previous studies. Indeed, similar cur-
rent increases in metal and metal-free phthalocyanines,139–141 porphy-
rine,142 and tailored phenylene-thienylene copolymer143 thin film 
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exposed to oxidant analytes have been already reported and the 
occurrence of charge transfer processes is postulated.144 Although 
phthalocyanines are sensitive to very low concentration levels (0.1 to 
10 ppm levels) of NO2, the working temperatures required are rela-
tively high (70 to 100°C).140, 145 At room temperature the conductivity 
change needs several minutes to reach equilibrium; similarly the rela-
tively high operation temperature is needed to ensure the device full 
recovery. This is not the case for the D3ANT OTFT that shows a quite 
fast response already at room temperature, and no heating steps are 
required to reach a full recovery.

D3ANT thin film exposed to different concentrations of NO gas, 
ranging from 0.6 to 5 ppm, gave sensing responses (continuous line) 
similar to those observed for NO2, as shown in Fig. 2.7a. It is impor-
tant to outline that all the measurements performed in this study 
have been carried out at room temperature. It is clear that the aver-
age current change for unit concentration was significantly smaller 
for NO compared to NO2. This can be explained by considering that 
NO2 has a strong electron acceptor nature while NO is a weaker 
electron-withdrawing molecule. Differently from NO and NO2, a 
closed electronic shell molecule, such as CO, and a reducing gas, 
such as H2S, were almost undetectable in the 0.6 to 5 ppm and the 
0.2 to 2 ppm concentration ranges, respectively. This can be readily 
seen in Fig. 2.7b where three replicates of CO normalized responses 
(IdsCO–IdsN2/IdsN2) are shown. Such data demonstrate very low cross-
sensitivities to hydrogen sulfide and carbon monoxide while show-
ing differential sensibility toward NO and NO2. Indeed, the OTFT 
sensor sensibility, calculated as the slope of the regression calibra-
tion line, is 0.37 μA/ppm for NO2, about 4 times greater than for NO 
(0.096 μA/ppm).
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FIGURE 2.7 (a) Ids transient response curves upon exposure of D3ANT OTFT to 
different concentration fl ows of NO and NO2. The inset (ΔI vs. conc.) shows that 
D3ANT exhibits differential sensibility toward NO and NO2. (b) Normalized time–
response curve for three exposures of CO at concentration of 5 ppm.
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The Ids–Vg transfer characteristics in N2 and at different concentra-
tions of NO2 were measured as well. The transfer characteristics are 
the Ids curves measured as a function of Vg, keeping Vds constant at −40 V. 
Such an operating regime, already used in previous works,146, 56 allows 
one to extract multiparametric information to fully investigate the 
gas sensing properties of the active layer. Besides, since the device is 
driven in the depletion regimes before each measurement run, 
response repeatability is seen to improve.70 The Ids–Vg curve transfer 
characteristics were taken alternatively in N2 atmosphere and in 
streams of different concentrations of NO2. The scan rate allowed 
measurement of each curve in 25 s. The dotted line in Fig. 2.8a is the 
transfer characteristic measured in the presence of 1 ppm NO2, and the 
solid one is relevant to the device in pure nitrogen. The extent of 
the response was estimated as ΔIds = Ids (NO2) − Ids (N2) from the rele-
vant curves and is apparently a function of the gate bias. The maxi-
mum drain-current change after NO2 exposure was 3.92 μA. For NO 
molecules, similar responses were detected, but the average change 
was less pronounced than for NO2, as previously seen for Ids transient 
responses. Again, CO and H2S sensing responses were almost negli-
gible. Such experimental evidence suggests that the sensing response 
can be the result of an electrophilic interaction of NO2 and NO mole-
cules to the anthracene units π-orbital system. Molecules adsorbed at 
the active layer produce therefore an increase in the hole concentra-
tion that leads to a source-drain current increase. By comparing the 
figure of merit extracted from the transfer characteristics in N2 and in 
the analytes atmosphere, we noted that the change in current is 
mainly due to an increase in field-effect mobility while no change of 
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the threshold voltage was observed. Besides, the reversible charge 
transfer between analyte and sensitive active layer creates a charge 
dipole that could influence the transport too. The responses of D3ANT 
OTFT exposed to various NO2 concentrations in the 0.25 to 2 ppm are 
shown in Fig. 2.8b. Three replicates for each concentration were gath-
ered and used to perform the linear regression analysis. Response 
repeatability (expressed as relative standard deviation, RSD) was in 
the 2 to 12% range. Similar results have been already reported for 
dihexyl sexithiophene (DH-α6T) OTFTs used as alcohol sensors.50, 51

Linear regression of the data (averaged over three replicates) has a 
linearity coefficient R of 0.999. The slope of the calibration curve rep-
resenting the sensor sensibility was 3.21 (μA/ppm), and a detection 
limit cd of 100 ppb (referred to as a signal-to-noise ratio = 3, noise taken 
as the standard error of the fit) was estimated from the equation

c
r S

bd
d y x= /  (2.3)

where  c
d
= detection limit

 r
d

= signal/noise ratio (3 for LOD)
 Sy/x = standard deviation of fit
 b = slope of regression curve

When an organic semiconductor is used as a sensitive membrane for 
inorganic gas monitoring, the detection limits are generally below 
1 ppm. However, cross sensitivities are not always fully investigated. 
This was not the case in the study carried out for a poly(phenylene-
thienylene) bearing alkoxy groups (POPT) as side chains.143 POPT 
chemiresistor sensor showed large responses upon exposure to NO2,
and concentrations as low as 50 ppb could be detected, and no 
responses were seen for potential interfering gases such as carbon 
monoxide, sulfur dioxide, and ammonia. However, a quite high work-
ing temperature (60 to 100°C) was required.

The amorphous bulk structure of the D3ANT active layer could 
be also responsible for the good sensitivity and the fast recovery. It 
has been already suggested that NO2 sensing with carbon nanotubes 
and phthalocyanines proceeds via absorption and interaction occur-
ring preferentially at defect sites.147, 148 Recently, a nitrogen dioxide 
sensor based on amorphous poly(triarylamine) (PTAA) sensitive lay-
ers has been proposed as a room temperature OTFT sensor.149 The 
lowest NO2 concentration detectable with PTAA FET devices inte-
grated in a pulsing oscillator circuit was 10 ppb. Unfortunately, no 
data are reported on the linearity range.

As already demonstrated for DH-α6T based OTFTs and for differ-
ently substituted thiophene oligomers exposed to organic and inor-
ganic species, for the D3ANT OTFT a sensibility that increased with 
the gate bias can also be seen. In Fig. 2.9, the slopes of the calibration 
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curves for NO2 reported as a function of the gate voltage are shown 
with the associated error bars. OTFT sensor exhibits a sensitivity 
enhancement of 4 orders of magnitude while the device switches 
from the off to the on regime. The sensitivity enhancement induced 
by the gate bias is a general property of an OTFT that makes it par-
ticularly promising for sensing applications.

In conclusion, in this chapter we described a new p-type organic 
semiconductor with high stability in air, processable from solution 
and with an amorphous structure, exhibiting differential sensibility 
to NO and NO2 down to the ppb level and very low cross-sensitivity 
to potential interfering gases such as carbon monoxide and hydrogen 
sulfide. The future aim of this research project is to develop low-cost 
and reliable NOx sensors easily implementable in portable detectors 
for a fast environmental pollutant monitoring as well as for diagnos-
tic applications. Such goals could allow the control of the physiologi-
cal state of unhealthy subjects exposed to unsafe atmosphere, as well 
as the pollution level of the area surrounding them.

2.4  Gold Nanoparticle-Modified FET Sensors 
for NOx Detection

2.4.1 Introduction
Nanoparticle (NP) based gas sensors have been strongly investigated 
in the last decade since they can offer several advantages, such as the 
increased surface area–volume ratio, and new reactivity properties 
resulting in brand new or improved sensing features, in terms of sen-
sitivity, selectivity, as well as response and recovery time.150 Moreover, 

FIGURE 2.9 The slopes of the linear calibration curves of D3ANT OTFT exposed 
to NO2 at gate voltage ranging from +10 to −40 V with associated error bars.
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the size dependence of NP properties may be exploited to tune the sen-
sor performance level, through a proper choice of NP morphology and 
structure.151 Frequently, metal NPs are synthesized in the presence of 
organic capping agents, thus giving rise to core-shell structures in which 
an inorganic core is surrounded and stabilized by an organic shell;152

the latter may play a crucial role in driving the final NP properties, 
including its sensing performance. The present section deals with FET 
devices based on the use of gold core–quaternary ammonium shell NPs. 
The use of this transition metal was due to its peculiar reactivity toward 
nitrogen oxide target analytes,153 and will be discussed in detail in the 
next sections. In fact, the active layer of such FET devices is not purely 
organic: it is a hybrid nanocomposite film. The analytical results 
reported in the following show that the organic capping agent plays a 
key role in preserving the catalytic activity of the Au nanophases and 
significantly influences the properties of the active layer.

Gold nanoparticles (Au-NPs) have attracted a great interest in the 
last decades because of their unique chemical and physical proper-
ties, but also for the wide range of potential applications (optics,154

sensing,155 electronics,156 catalysis,157 etc.). As catalyst active material, 
Au-NPs have not fulfilled the initial expectations because of their 
substantially low catalytic activity due to their completely filled d-band.
Nevertheless, recently, it has been found that a relatively high number 
of chemical reactions can be catalyzed by gold structures in the 
nanometer range.158 In a recent report, the catalytic activity of Au-NPs 
of different size was investigated in the reduction of aromatic nitro 
compounds. The authors showed the strict relationship between nan-
oparticle size and the reaction rate for a wide range of particle diam-
eters: in particular, the bigger the particles, the slower the reaction.159

The first study on Au-NPs based gas sensor was reported by Wohltjen 
and Snow. They reported that, using a catalytic thin film composed 
by metallic NPs stabilized by an organic thiol, a good sensibility in 
the detection of toluene, tetrachloroethene, 1-propanol, and water 
can be reached. The electrical conductivity of the particle film showed 
a strong dependence on the core size and the thickness of the organic 
capping layer.153 A great number of applications of Au-NPs as sensing 
layer have since been published, particularly based on the use of core-
shell NPs stabilized by thiols160–161 and/or with several different func-
tionalities,162 self-assembled coatings from Au-NPs and dendrimers,163

gold nanotriangles,164 etc. A promising feature of Au-NPs based sens-
ing devices was their ability to perform a selective detection of target 
analytes, the sensitivity of such systems being affected by the particle 
size.165 Subsequently, other studies were published on further devel-
opments of these concepts, focusing on the introduction of functional 
groups in the organic layer in order to tune the sensor toward various 
organic vapours.160, 162, 165–166

In the last years, several types of NOx sensors have been devel-
oped, most based on changes of conductance of different metal-oxide 
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(SnO2, TiO2, WO3) film or organic materials during adsorption on 
NOx.

167 In the intense research for the design of innovative gold-based 
sensors, important efforts were aimed to the detection of NOx, due to 
a particularly strong affinity of NOx to a gold surface underlined by 
Lu and coworkers168 as a support of the idea of Au sensing layers for 
NOx detection. More recently, Langmuir-Schaeffer layers of thiol-
stabilized Au-NPs have been used by Hanwell and coworkers for 
NO2 monitoring at room temperature.169 The authors pointed out the 
strong influence on the sensor performance of both the particle size 
and the composition of outer functional groups.

In 2001, an innovative field-effect gas sensor based on a thermally 
evaporated nanostructured Au film was proposed for the detection of 
NO2.

170 The sensor showed a very low sensitivity to interferents such 
as H2 and CO and a preferential detection of NO2 with respect to NO; 
better results have been shown to correspond to thinner gate layers 
with smaller Au grain sizes. The high sensitivity of this type of sensor 
could be explained by the large surface area arising from the adsorp-
tion on nanometer-size particles. Two studies addressed the effects of 
particle size on sensor features such as sensitivity.165, 171 Baratto and 
coworkers have proposed the use of Au-doped microporous silicon 
layers for selective and sensitive sensing of NOx. As a result, they 
obtained a device response to NO that was comparable to that to 
NO2.

172 Steffes and coworkers have pointed out the improvement in 
the sensing properties of In2O3 toward NO2 by adding finely distrib-
uted gold nanoparticles.173 Langmuir-Schaeffer layers of thiol-stabilized 
Au-NPs have proved to be sensitive to NO2 at concentration levels of 
0.5 ppm, sensor performance being influenced by the composition of 
outer functional groups bound to the thiol stabilizer and the particle 
size.169 Noteworthy, recent studies on the NOx/Au system demon-
strated that a slow response and/or recovery affected the perform-
ance of sensing devices.169, 170 This evidence can be interpreted in terms 
of the peculiar interaction between the NO2 molecules and the Au-
NPs surface, leading to residual polarization phenomena in the 
active gates.170 Finally, a device was proposed by assembling a gold 
nanostructured film on the top of zinc oxide nanowires. This sensor 
was sensitive to both reducing (methanol) and oxidizing (nitrogen 
dioxide) gases at high temperature.174 These examples show that such 
inorganic-organic hybrid systems enable highly selective detection of 
different compounds.

In our laboratory, electrochemically synthesized Au-NPs were used 
as active gate materials in FET sensor for the NOx monitoring.175–176

2.4.2 New Materials
As mentioned, Au-NPs are of great academic and industrial interest, 
due to their possible application in several fields, such as optics,154

catalysis,157 medicine,177 microelectronics156 and sensor technology.155
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Because of their size- and shape-dependent properties178–182 NPs in 
the size range of 1 to 100 nm may show an intermediate behavior 
between the atomic and the bulk material, although frequently they 
are demonstrated to possess brand-new properties. A deep under-
standing of how the electron energy distribution changes from dis-
crete levels (for atoms and very small particles) to continuous bands 
(for bulk metals) is at the basis of many useful applications. The high 
relative abundance of surface atoms (and electronic states) that is 
typical of nano-sized materials dramatically increases the impor-
tance of surface chemistry in tuning the macroscopic properties of 
the nanomaterial. Au-NPs show surprising properties: while in the 
bulk form, gold is commonly considered an inert material; when it is 
finely dispersed, at the nanometer scale, it shows promising catalytic 
properties158 that can be tuned by controlling the particle size and 
structure.183–185

Tens of different preparation strategies of Au-NPs have been 
proposed, and their detailed discussion is beyond the scope of this 
chapter. Many reviews on this topic and useful information can be 
found in Ref. 158 and Refs. 185 to 197.

In the work described here, the synthesis of gold nanoparticles 
was carried out according to an electrochemical process called the 
sacrificial anode electrolysis (SAE), which was reported for the first time 
by Reetz and Helbig in 1994.198

The SAE synthesis was carried out in a three-electrode cell, filled 
with an electrolytic solution composed of a quaternary ammonium 
salt (tetra-octyl-ammonium chloride, TOAC) dissolved in tetrahy-
drofuran/acetonitrile mixed solution (see reference for experimental 
details).198 In SAE processes, the ammonium salt acts both as support-
ing electrolyte and as NP stabilizer, thus leading to a stabilized col-
loidal suspension of core-shell NPs. The shell of such nanostructures 
has been demonstrated to be composed of a monolayer of quaternary 
ammonium moieties, and its thickness approximately corresponds to 
the length of the alkyl chains.199

SAE electrochemical route offers several advantages in terms of 
reduction of the overall cost, high morphological and chemical stabil-
ity, as well as the possibility of easily tuning the nanoparticle size, the 
NP diameter being correlated to the process parameters and particu-
larly to the applied current density.

2.4.3 Key Features of the Nanostructured Active Layers
Since particle size is expected to have a substantial impact on sensor 
performance, a great deal of work was devoted to investigate the Au 
core modulation by means of the Reetz and Helbig’s SAE approach. 
An inverse correlation between the applied current density and the 
NP core diameter is generally expected in galvanostatic SAE.198 In the 
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case of gold, however, we found that this results in just a slight size 
modulation of the Au-NPs cores.

A set of electrosyntheses were carried out by applying different 
current density values Japp to the cell, ranging from −0.5 mA/cm−2 to
−15.0 mA/cm−2. At the end of the process, the Japp values were cor-
rected by taking into account the effective electroconversion yield, 
and the resulting effective current density Jeff was used for further 
quantitative considerations.200 Both UV-vis spectroscopy and Trans-
mission Electron Microscopy (TEM) were used to study the electro-
synthesized NPs, and the correlation between the results and the Jeff
values is shown in Fig. 2.10.201

In particular, UV-vis spectroscopy was used to study the surface 
plasmon resonance (SPR) peak position of Au-NPs. This is a well- 
known size-dependent spectral feature and can be used to achieve 
information on the NP size modulation.202–203 In Fig. 2.10c, the change 
in the SPR position vs. the current density is reported. An even more 
evident size-dependent correlation can be achieved by comparing the 
Full Width at Half Maximum (FWHM) of NP samples synthesized at 
different current densities (Fig. 2.10b). When the current density 
decreased, a corresponding decrease in the FWHM was observed. 
According to Link and coworkers, this evidence is correlated to NP 
size changes, and, in particular, a FHWM decrease corresponds to an 
increase of the nanophase mean diameter.204 The differences in the 
NP-core size resulted in slight changes of the SPR peak position and 
much more evident changes of its FWHM value. These results pro-
vide useful diagnostic tools for spectroscopic investigation of Au-NPs. 
Furthermore, they are in excellent agreement with the theoretical pre-
dictions and with the TEM investigations reported in the Fig. 2.10a.
The latter panel shows that milder electrosynthesis conditions led 
to greater core diameter (7.9 nm) with a narrower size dispersion 
(±1.0 nm), while higher current densities resulted in smaller core 
diameters (5.5 nm) and broader diameter distribution (±2.2 nm).

Before use as a gate material in field-effect sensors, Au-NPs were 
subjected to a mild thermal treatment at 200°C for 1 h (higher tem-
peratures or longer annealing times resulted in excessive change of 
the Au-NP morphology). The effect of the annealing treatment on the 
Au-NP morphology was studied using Scanning Electron Micros-
copy (SEM) and TEM (data not shown). Both techniques clearly show 
that the material is still nanostructured, and there is a homogeneous 
in-plane distribution of Au-NPs. Gold clusters show a spherical mor-
phology, but an appreciable increase in their size (up to 50 nm) can be 
observed with respect to pristine particles.175

X-ray photoelectron spectroscopy (XPS) was used to study the 
surface chemical composition of both pristine and thermally annealed 
nanomaterials. Independent of the electrolysis conditions, carbon, 
nitrogen, and chlorine are the most abundant elements on the surface 



 80 C h a p t e r  T w o  

Current density (mA/cm2)

–5 0–1–3–4 –2

S
P

R
 p

ea
k 

po
si

tio
n 

(n
m

)

522

526

524

528

530

S
P

R
 p

ea
k 

F
W

H
M

 (
nm

)

65

85

70

90

95

75

80

100

20 nm20 nm 20 nm

d = 5.5 ± 2.2 nm d = 6.2 ± 1.6 nm d = 7.9 ± 1.0 nm 

(a)

(b)

(c)

FIGURE 2.10 (a) TEM micrographs of Au-NPs electrosynthesized at different current 
densities in the presence of TOAC; the average core diameter was calculated over 
more than 500 particles; (b) dependence of surface plasmon resonance (SPR) band 
FWHM (Full Width at Half Maximum); and (c) position on the applied current density. 
Current densities have been corrected by the process yield, namely, by the 
percentage of the electrolysis charge effectively spent for the Aubulk to Au-NPs 
conversion. Data have been obtained as the mean value over at least three 
replicate experiments. (Reprinted with permission from Ref. 201: E. Ieva and N. Cioffi , 
in Nanomaterials: New Research Developments, Egor I. Pertsov (ed.), Nova Science 
Publishers, New York, 2008.)
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of pristine Au-NP films. This is due to the high concentration of the 
surfactant present as base electrolyte in the colloidal solution. Gold 
and oxygen are detected as well, but they are present at lower con-
centration levels. For pristine Au-NP films, the carbon/gold surface 
atomic ratio is close to 103. Thermal annealing causes an appreciable 
removal of the organic matter from the sample surface: carbon and 
nitrogen surface concentrations are noticeably decreased, while chlo-
rine is completely removed. Gold surface concentration is increased 
significantly; consequently, the C/Au ratio is lowered by more than 
one order of magnitude. Finally, oxygen and silicon signals increase, 
and this occurs since a part of the Si/SiO2/SiOx substrate becomes 
exposed upon heating (see Table 2.1 for details).

Interestingly, the heating treatment allowed a larger catalytically 
metal area to be exposed to the gas molecules, increased the electrical 
conductivity of nanostructured gold, and greatly improved its ther-
mal stability.

High-resolution XP spectra of pristine and annealed Au-NP are 
reported in Fig. 2.11, where they can be compared to a reference spec-
trum recorded on bulk metallic gold.

The Au4f region of pristine NPs (Fig. 2.11a) is composed by two 
doublets, relevant to two chemical states: nanostructured elemental 
Au (binding energy BEAu4f7/2 = 83.0 ± 0.1 eV) and Au(I) chlorides, most 
probably as (NR4)AuCl2 species (BEAu4f7/2 = 84.5 ± 0.1 eV).175

The Au4f region of annealed NPs (Fig. 2.11b) is composed only by 
one doublet, ascribed to nano-Au(0) (BEAu4f7/2 = 83.7 ± 0.1 eV). The 
higher BE value of the latter peak, as compared to what detected in 
case of pristine NPs, is ascribed to size-dependent chemical shifts205

and is in perfect agreement with the size increase observed by elec-
tron microscopies.

The thermal annealing procedure is critical since, on the one 
hand, it is necessary to increase the chemical stability and the conduc-
tivity of the nanostructured film while, on the other hand, it caused 
the increase of the particle dimensions and partial degradation of the 
protective organic shell. A sketch outlining the changes induced on 
Au-NPs by thermal annealing is shown in Fig. 2.12.

Element C Au N Cl O Si
C/Au
Ratio

Pristine
Au-NPs

92.3% 0.1% 3.9% 2.4% 1.3% — 923

Annealed
Au-NPs

34.6% 1.3% 3.2% — 36.2% 24.7% 27

TABLE 2.1 Surface Atomic Concentrations Recorded by XPS on Pristine 
and Annealed Au-NPs. The error in the atomic percentages is ±0.1% for gold 
and ±0.3% for the other elements.
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FIGURE 2.11 High-resolution Au4f XPS of (a) pristine and (b) annealed 
Au-NPs, stabilized by TOAC. (c) The same region, recorded in case of a bulk 
gold sample, is reported for comparison.
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Pristine Au-NPs
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FIGURE 2.12 Sketch of the changes induced on Au-NPs by thermal annealing.
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2.4.4  Gas Sensing Results and Perspectives of the Study
Annealed Au-NP layers were used as active material in capacitive 
FET sensing devices consisting of p-doped Si semiconductor with a 
thermally grown SiO2 insulating layer. The ohmic backside contact 
consisted of evaporated, annealed Al. Bonding pads of evaporated 
Cr/Au were then deposited on the insulator. The sensor chip, a 
ceramic heater, and a Pt-100 element for temperature control were 
mounted on a 16-pin holder and then bonded.

A fixed volume (0.5 μL) of the colloidal gold solution was drop-
cast on the SiO2 surface of the capacitor, partially overlapping the 
bonding pad and subjected to the thermal heating, prior to gas sens-
ing measurements.

The first set of experiments aimed to investigate the effects of the 
operating temperature on the sensing performance. Measurements 
were performed at 150 and 175°C under a N2/O2 (90 to 10%) carrier 
gas flow. Typical calibration curves of FET capacitive sensors are 
reported in Fig. 2.13; note that a couple of preliminary injections 
(200 ppm of NO2) were used to condition the sensor, and then two 

FIGURE 2.13 Response curves of a sensor based on TOAC-stabilized Au-NPs 
and exposed to NO2 in a nitrogen/oxygen carrier fl ow at 150 and 175°C.
(Reprinted with permission from Ref. 175: E. Ieva, K. Buchholt, L. Colaianni, N. 
Cioffi , L. Sabbatini, G. C. Capitani, A. Lloyd Spetz, P. O. Käll, and L. Torsi, Sensor 
Letters, 6:577–584, 2008.)
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FIGURE 2.14 Responses of the Au-NP sensor to NO2 and interfering species, 
measured at 175°C. (Reprinted with permission from Ref. 175: E. Ieva, K. 
Buchholt, L. Colaianni, N. Cioffi , L. Sabbatini, G. C. Capitani, A. Lloyd Spetz, P. O. 
Käll, and L. Torsi, Sensor Letters, 6:577–584, 2008.)
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replicate injections were carried out at any investigated concentration 
level. At both the working temperatures (150 and 175°C) Au-NP-FET 
sensors were able to detect NO2 in a concentration range ranging 
from 50 to 200 ppm, with no significant difference when NO was 
employed. Furthermore, the signal-to-noise (S/N) ratio was almost 
doubled upon increasing the operating temperature from 150 to 175°C.

Note, however, that after the NOx pulse, the sensor did not recover 
back to the initial baseline, thus indicating that some irreversible 
interactions take place between NOx and the Au-NP film. Such evi-
dence has already been reported in Refs. 169 and 170, relevant to 
similar Au-NPs, capped by other stabilizers. Data of Fig. 2.13 confirm 
that slow sensor features are intrinsically related to the Au-NOx system, 
regardless of the capping agent and particle size.

The selectivity was evaluated by exposing the sensor to different 
gases: CO, H2, NH3, and C3H6. Typical sensor response to interferent 
and target species (at 175°C) is reported in Fig. 2.14.

Exposing the sensor to NOx and NH3 caused quite similar peak 
intensities, although changes of the output voltage occurred in oppo-
site directions, due to the different oxidizing/reducing character of 
the analytes.170 The sensor showed also a small response to H2, while 
it did not respond at all to CO and C3H6.

As the operation temperature was changed to 150°C (data not 
shown), the selectivity toward NOx increased, but a reduction in the 
response and recovery time was observed as well, with the sensing 
response strongly influenced by the operation temperature.
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The results confirm that Au-NP based FET sensors are able to 
detect NOx at concentration levels ranging from 50 to 200 ppm, with 
high selectivity toward other species. The increase of the operating 
temperature from 150 to 175°C doubled the S/N ratio and improved 
the sensitivity and recovery features, although a certain decrease in 
the selectivity was observed as well.

We recently obtained some promising results on In2O3-NPs doped 
with electrosynthesized Au-NPs as catalytic sensing layer in capaci-
tive FET sensors for NOx monitoring.206 The Au-In2O3 mixed system 
was shown to exhibit enhanced sensing properties, at temperatures 
as high as 400°C.

For low-temperature applications, active layers exclusively com-
posed of Au-NPs remain an interesting sensing material for NOx

detection, and further research is in progress to improve their stability 
at higher operating temperatures.

The possibility to work at temperatures higher than 200°C will 
also enable faster response and recovery times, and this will allow the 
sensor implementation in real systems, such as the manifold of cars, 
for the online monitoring of NOx.
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3.1 Introduction
Research in biomedicine and engineering during the last years has 
led to a remarkable interest in sensor technologies. For a broad range 
of sensing applications there is a large demand for small, portable, 
and inexpensive sensors. Silicon technology is not suitable for manu-
facturing low-cost large-area sensor devices that are preferably light, 
flexible, and even disposable (for some biomedical applications). Its 
inherent high-temperature fabrication processes make it very diffi-
cult to use inexpensive flexible substrate materials, resulting in high 
fabrication costs. Organic semiconductors have been studied so far 
mainly for their exceptional combination of electrical conductivity, 
mechanical flexibility, and, last but not least, low cost of deposition 
and patterning techniques. On the other hand, several drawbacks 
still affect these materials: among them, low carrier mobility that 
severely limits the possibility of applications in electronic circuits. 
Therefore, to fully exploit the great potential of these materials, it is 
advisable to focus on those applications where high performances in 
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terms of switching speed are not required. For these reasons, organic 
semiconductor-based devices offer very interesting opportunities for 
sensor applications due to the low cost and easy fabrication tech-
niques, and the possibility of realizing devices on large and flexible 
areas on unusual substrates such as paper, plastic, or fabrics. In fact, 
being able to obtain large sensing areas is certainly a benefit for a 
wide set of applications, and using printing techniques for creating 
sensing devices on unusual substrates could certainly widen the set 
of possible applications where sensing is required. For instance, many 
body parameters can be measured by using non-invasive sensors, 
among them geometric and mechanically related parameters such as 
respiration rate and amplitude, heart rate, blood pressure, position, 
detection of falls, monitoring of various daily activities, etc. 

In the following sections, we will focus our attention on organic 
semiconductor strain/pressure sensors. We will present the state of 
the art of technologies and applications and will show how to take 
advantage of a flexible, free-standing dielectric film for obtaining 
sensors on conformable, large surfaces.

3.2  Working Principles of Organic Field-Effect 
Transistor Sensors

In a field-effect device, the input signal is a voltage, applied through 
a capacitive structure to the device channel. This signal, named gate
voltage, modulates the current flowing into a narrow portion of semi-
conductor (the channel) comprised between two ohmic contacts, the 
source and drain. A field-effect sensor is based on the idea that in the 
presence of the parameter to be sensed (whatever it is, for instance, a 
chemical compound), the current is reversibly affected (even by keep-
ing constant the voltages applied to gate and drain) and this modifi-
cation can be exploited to detect the parameter itself. An organic 
(semiconductor based) field-effect transistor—(OFET) or organic 
thin-film transistor (OTFT)—is usually realized in a thin film configu-
ration which is a structure that was developed for the first time for 
amorphous silicon devices.1 Several reviews have described how 
OTFTs operate, so we will present only the most salient aspects.2

An OTFT is composed of a multilayered structure where the gate 
capacitor is formed by a metal, an insulator, and a thin organic semi-
conductor layer. On the semiconductor side, two metal contacts, 
source and drain, are used for extracting a current that depends both 
on the drain-source voltage and on the gate-source voltage. The con-
ductance of the organic semiconductor in the channel region is 
switched on and off by the gate electrode, which is capacitively coupled
through a thin dielectric layer. The gate bias Vg controls the current Id

flowing between the source and drain electrodes under an imposed 
bias Vd.
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The low thickness of the semiconductor is due to the fact that this 
device does not work in inversion mode; i.e., the carriers that accumu-
late in the channel are the same that normally flow in the bulk in the 
off state. Therefore, if the semiconductor were too thick, the off cur-
rent would be too high and the switching ability of the device would 
be compromised. For the same reason, this structure is used only for 
low mobility semiconductors, as high mobility semiconductors would 
give rise, even in thin film devices, to high off currents. An individual 
Id–Vd curve has a linear region at Vd << Vg − Vt and a saturation region 
at Vd > Vg − Vt, where Vt is the device threshold voltage. 

The basic device performances are described by the field-effect 
mobility μ and the on/off ratio. The equations developed for inor-
ganic semiconductor devices are often used to extract the value of the 
field-effect mobility from the I–V curves.3 Strictly speaking, these 
equations apply only to TFTs that exhibit constant charge carrier 
mobility; this is not the case for polycrystalline OTFTs. Thus, extracted 
mobility values should be considered only as estimations of the real 
value. Typical extracted values are in the 10−3 to 10−1 cm2/(V · s) range, 
but they can be as high as 1 to 10 cm2/(V · s) with pentacene.4

The on/off ratio, defined as the ratio of Id in the on (Vg > Vt) and 
off (Vg << Vt) states, indicates the switching performance of the device.
A low off current is desirable to ensure a true switching of the tran-
sistor to the off state; this is achieved by keeping the doping level of the 
organic semiconductor as low as possible. Because of non-intentional 
doping, this is not easily accomplished with polycrystalline organic 
active layers. However, on/off values as high as 106, suitable for 
most applications, have been reached with several different organic 
materials. Another important parameter is the threshold voltage Vt,
which marks the passage from the off to the on conductivity regime.5

As organic semiconductors can in principle support both hole and 
electron conduction, in principle Vt should be zero.3 But, as a matter 
of fact, trap states for electrons or holes heavily affect the transistor 
performance and, in particular, the value of Vt. Therefore, the thresh-
old voltage Vt corresponds to the voltage required to fill the trap 
states in the organic material or at the interface with the gate dielec-
tric.6 To obtain a sensing device from an OTFT, it is necessary to have 
a specific sensitivity to the parameter to be sensed. In chemical sensors,
typically, the sensing mechanism is due to a chemical interaction 
between the chemical compound to sense and the semiconductor 
itself, normally affecting its mobility.2 In detectors for physical 
parameters (for instance, deformation or pressure sensors), the exter-
nal stimulus must reversibly affect one of the different layers of the 
device and result in a variation of one or more of the electronic param-
eters (mobility, threshold voltage, etc.) that can be extracted from the 
output curves. In the next paragraph, we describe pressure/strain 
sensors that can be obtained starting from an organic field-effect 
transistor.
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3.3 Strain and Pressure Sensors
The effect of strain on the mechanical and electronic properties of 
organic semiconductors is an emerging research topic in fundamen-
tal physics and applications. Although mechanical flexibility is one of 
the main advantages of organic materials, relatively little progress 
has been made in the field of pressure or bending recognition mainly 
because mechanical sensing requires attributes of conformability and 
flexibility and three-dimensional large-area shaping that in many 
cases are difficult to achieve even for organic devices. 

On the other hand, in the application domain, artificial sense of 
touch is considered an essential feature of future generations of 
robots, and wearable electronics has become one of the hottest themes 
in electronics, aiming at the design and production of a new genera-
tion of garments with distributed sensors and electronic functions.

3.3.1  State of the Art in Strain and Pressure Sensors 
Based on Organic Materials

The first example of a large-area pressure network fabricated on a 
plastic sheet by means of integration of organic transistors and rubbery 
pressure-sensitive elements was reported by Someya and Sakurai7 in 
2003. The device structure is shown in Fig. 3.1.

To fabricate the organic transistor, at first glass resin was spin-
coated and cured on a 50 μm thick polyimide film with an 8 μm thick 
copper film which acts as the gate electrode. Then a pentacene semicon-
ductor layer of nominal thickness of 30 nm was vacuum-sublimed on 
these films at ambient substrate temperature. Finally, source and 
drain gold electrodes were deposited by means of vacuum evapora-
tion through shadow masks. On the other hand, pressure sensors are 
made by using pressure-sensitive conductive rubbery sheets sand-
wiched between two 100 μm wide metal lines that cross at a right 
angle. One of the metal lines is connected to an organic transistor while
the other line is connected to the ground. The pressure-sensitive sheet 
is 0.5 mm thick silicone rubber containing graphite. In this chapter 

Drain Source

Plastic sheet

Pressure

Pressure-sensitive rubber
Organic semiconductor

Polyimide
Gate

Vdd

Vss

FIGURE 3.1 Schematic of the device structure reported in Ref. 7. (Reprinted 
with permission from Ref. 7. Copyright 2003, IEEE.)
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organic transistors are used to address the rubber pressure-sensitive 
elements in a sensor array. The equivalent circuit diagram is shown in 
Fig. 3.2.

In 2004, Someya et al.8 improved the fabrication technique and 
realized an electronic artificial “skin.” In this work, once again, organic 
transistors are not used as sensors in themselves but as an addressing 
element of a flexible matrix which is used to read out pressure maps 
from pressure-sensitive rubber elements containing graphite. The 
obtained electronic artificial “skin” is shown in Fig. 3.3.

The mobility of organic transistors at −100 V is comparable to that 
of amorphous silicon, but this operating voltage is not realistic for 
artificial skin applications. At −20 V the mobility is still large [0.3 cm2/
(V · s)] and the device is still functioning. In the active driving method 
presented, only one transistor needs to be in the on state for each cell 
where pressure are applied, so this design is suitable for low-power 
applications where a high number of cells are required over large 
areas, such as electronic skin. 

The device can detect a few tens of kilopascals, which is compa-
rable to the sensitivity of discrete pressure sensors, and the time 
response of the pressure-sensitive rubber is typically of the order of 
hundreds of milliseconds.

In a paper dated December 2006,9 the low-cost manufacturing 
processes have been further optimized in order to realize the flexible 
active matrix using ink-jet printed electrodes and gate dielectric layers. 
This work demonstrates the feasibility of a printed organic FET active 

FIGURE 3.2 Equivalent circuit diagram of the device. (Reprinted with permission 
from Ref. 7. Copyright 2003 IEEE.)

g

s d

FIGURE 3.3 Electronic artifi cial skin. (Reprinted with permission from Ref. 8. 
Copyright 2004, National Academy of Sciences, USA.)
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matrix as a readout circuit for sensor application. Figure 3.4 shows 
the cross section of the device structure, an image of the large-area 
pressure sensor, an image of the stand-alone organic transistor, and 
the circuit diagram.

Other attempts concerned the direct use of organic semiconduc-
tors as sensing elements. For instance, Rang et al.10 have investigated the 
hydrostatic pressure dependence of I–V curves in organic transistors. 
The device was realized on a heavily doped silicon substrate and 
measured in a hydrostatic pressure apparatus (a hydraulic press 
made by the Polish Academy of Sciences). The authors found a large 
and reversible dependence of drain current and of hole mobility on 
hydrostatic pressure and suggest that this kind of device could be 
suitable for sensor applications. However, the proposed device was 
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Bit-line Source

Epoxy
partition

Pentacene

1 mm

Au pad
ParyleneVdd

Vdd

Pentacene
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FIGURE 3.4 (a) Cross section of a pressure sensor. (b) An image of a pressure 
sensor comprising an organic FET active matrix, a pressure-sensitive rubber, 
and a PEN [poly(ethylene naphthalate)] fi lm with a Cu electrode. A magnifi ed 
image of the active matrix is also shown. (c) Micrograph of stand-alone 
pentacene FETs. (d) Circuit diagram of a stand-alone pressure sensor cell. 
(Reprinted with permission from Ref. 9. Copyright 2006, American Institute 
of Physics.)
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not flexible, therefore not suitable for applications such as robot skin, 
e-textiles, etc.

Darlinski and coworkers11 studied the possibility of realizing 
pressure sensors based solely on organic transistors, without the need 
of any additional sensing element. In this way the organic device itself 
acts as a sensing element. To study the pressure dependence of the 
electrical performance of these devices, the authors applied mechani-
cal force directly on the transistors using a tungsten microneedle 
moved by a step motor, as shown in Fig. 3.5. During measurements, 
the device substrate is placed on a balance to measure the applied 
pressure. 

The authors explained the force-induced change in the drain cur-
rent in terms of the variation in the distribution and activity of trap 
states at or near the semiconductor/dielectric interface. A major 
drawback of the reported device is that, being realized on a stiff glass 
substrate, it is not flexible.

Strain sensors using an organic semiconductor as the sensitive 
(resistive) element of a strain gauge have been also reported by Jung 
and Jackson.12 In conventional strain gauges, the large stiffness mis-
match generated between the inorganic semiconductor element and 
the flexible (polymeric) substrate may lead to irreversible plastic sub-
strate deformations, and this can be problematic. The stress in the 
sensitive element (i.e., the inorganic semiconductor or the metal, with 
a high Young modulus) is not representative of the stress present in the 
substrate (i.e., the polymeric material with the low Young modulus).
In this way, as a result, the sensor’s performance is reduced in terms 
of reliability and reproducibility. In contrast, it is expected that the 
use of organic semiconductors with low Young modulus (on the order 
of 5 GPa) as the sensing element would minimize the induced stress 
concentration. The sensor cross section is shown in Fig. 3.6.

For these sensors, 2 nm thick Ti and 20 nm thick Au were depos-
ited on 50 μm thick polyimide substrates by thermal evaporation. 

Source

PVP gate dielectric

Gate

Drain

Pentacene

PVA

Glass substrate

FIGURE 3.5 Schematic of the device structure reported in Ref. 11; PVA is 
poly(vinyl alcohol). (Reprinted with permission from Ref. 11. Copyright 2005, 
American Institute of Physics.)
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Next, a 50 nm thick pentacene layer was deposited, again by thermal 
evaporation. The pentacene layer was then doped p-type by exposure 
to a 1% solution of ferric chloride in water. The maximum process 
temperature used to fabricate the organic strain sensors is 110°C.

The devices were tested using a Wheatstone bridge configura-
tion, and the results indicate that it is possible to fabricate at low tem-
perature a strain sensor with mechanical characteristics matched to 
low-Young-modulus substrates using organic semiconductors.

Jung et al. have also demonstrated13 the possibility of combining 
these sensors with pentacene-based thin-film transistors as temper-
ature sensors. The strain sensor consists of a Wheatstone bridge 
structure where the pentacene film acts as sensing layer of a strain 
gauge, while the temperature sensors adopt a bottom-contact penta-
cene transistor configuration in which the variations of the drain 
currents in the subthreshold regime are measured vs. temperature.

The effects of strain on pentacene transistor characteristics while 
changing the bending radius of the structure have been investigated 
by Sekitani and coworkers.14 A cross section of their device structure 
is shown in Fig. 3.7.

First, a gate electrode consisting of 5 nm Cr and 100 nm Au was 
vacuum-evaporated on a 125 μm thick poly-ethylenenaphthalate 
(PEN) film. Polyimide precursors were then spin-coated and cured 
at 180°C to form 900 nm thick gate dielectric layers. A 50 nm thick 

Kapton (50 μm)

Titanium

Au

p-doped pentacene

FIGURE 3.6 Cross section of the organic semiconductor strain sensor. 
(Reprinted with permission from Ref. 12. Copyright 2003, IEEE.)
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Au(s)
FET
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FIGURE 3.7 Cross section of the organic FET and capacitor reported in Ref. 14. 
(Reprinted with permission from Ref. 14. Copyright 2005, American Institute of 
Physics.)
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pentacene film was vacuum-sublimed, and finally 60 nm thick Au 
drain and source electrodes were evaporated through a shadow 
mask. For comparison a capacitor was also manufactured simultane-
ously in the same base film. The authors observed large changes in 
the drain current that cannot be explained only by the deformation of 
the device structure. Then in the analysis of the electrical character-
istics, changes in the structural parameters of the transistors (namely, 
channel width W and length L and the thickness of the gate insulator) 
were taken into account to evaluate possible variations in the mobility 
of the transistor. The transfer characteristics of the realized transistor 
and the mobility variations observed are shown in Fig. 3.8 as a func-
tion of strain or bending radius. The mobility increases monotonically 
when the strain is changed from tension to compression passing 
through the flat state. 

FIGURE 3.8 Transfer curves on (a) compressive and (b) tensile strains. Mobility 
as function of strain or bending radius in (c) tensile strain and (d) compressive 
strain.14 Solid and open circles refer to transistors whose source-drain current 
path is, respectively, parallel and perpendicular to the strain direction. (Reprinted 
with permission from Ref. 14. Copyright 2005, American Institute of Physics.)
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3.3.2  Substrate-Free Organic Thin-Film Strain 
and Pressure Sensors

In this section we describe organic semiconductor field-effect 
mechanical sensors based on a substrate-free OTFT structure. Papers 
regarding this kind of sensor have already been published by us.15–17

The proposed device is completely flexible and combines both 
switching and sensing functions. These are very interesting hall-
marks since there are only a few examples of organic mechanical 
sensors reported in the literature, as shown in the previous section, 
and none of them exploits all the advantages of organic devices. 

The basic device structure is shown in Fig. 3.9. The device consists 
of a pentacene substrate-free structure with gold bottom-contact source 
and drain electrodes. A 1.6 μm thick PET (polyethylene terephtalate, 
Mylar) foil is used as gate insulator and also as mechanical support of 
the whole device. First, the Mylar foil is clamped to a cylindrical plastic 
frame (2.5 cm in diameter) to obtain a suspended membrane with both 
sides available for processing. Then bottom-contact gold electrodes 
(nominal thickness 100 nm) usually with W/L = 100 (W = 5 mm and 
L = 50 μm are the channel width and length, respectively) are ther-
mally evaporated and patterned on the upper side of the flexible die-
lectric foil, using a standard photolithographic technique.

The gold gate electrode is patterned on the opposite side of Mylar 
film. Since the Mylar is transparent to UV light, source and drain may 
be used as shadow mask for the gate patterning. Therefore, a thin 
photoresist layer is spin-coated on the lower side of the Mylar layer, 
and then it is exposed to UV light projected through the Mylar itself. 
In this way, source and drain electrodes act as a mask for the UV light, 
and a perfect alignment between source and drain and the impressed 
photoresist is obtained. After the development process, a gold layer 
(nominal thickness 100 nm) is vacuum-sublimed and patterned by 
means of liftoff etching with acetone. 

In this way, the channel area of the device included between 
source and drain contacts is precisely gate-covered on the opposite 

FIGURE 3.9 Flexible mechanical sensor structure. (Reprinted with permission 
from Ref. 15. Copyright 2006, American Institute of Physics.)
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part of the insulator (see Fig. 3.9), thus limiting all the parasitic capac-
itance effects due to source-drain and gate metal overlapping.18

Residual hysteresis can be interpreted both in terms of border effects 
and with trapping charge effects in the semiconductor.19–21

The marked sensitivity of the drain current to an elastic deforma-
tion induced by a mechanical stimulus, and the fact that the device is 
so thin and flexible that it can be applied to whatever surface, can be 
exploited to detect through the variation of the channel current any 
mechanical deformation of the surface itself. In particular, we investi-
gated the sensitivity of the device to a pressurized airflow applied on 
the gate side of the suspended membrane and the sensitivity to a 
strain or a bending imposed by a deformation of the device.

Figure 3.10 shows the drain current Id versus the drain voltage Vd

at different values of Vg for different applied pressures. As seen, 
while the global shape of each curve is unvaried with respect to the 
curve taken without applying a pressure, there is a decrease of the 
current when a pressure is applied. Figure 3.11 shows the time vari-
ations of Id while different increasing values of pressure are applied 
to the device. 

FIGURE 3.10 Output curves for different applied pressures. (Reprinted with 
permission from Ref. 15. Copyright 2006, American Institute of Physics.)
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In Fig. 3.12 the relative variation of the maximum current recorded 
on a set of three samples (Vd = −100 V, Vg = −100 V) has been plotted 
against pressure. Notice that there is an uncontroversial linear depend-
ence of this parameter on the pressure. 

A careful analysis of the pressure dependence of the current16

shows that this dependence can be explained in terms of variations in 
the mobility and in the threshold voltage of the transistor. Figure 3.13 
shows (a) mobility and (b) threshold voltage plotted against pressure. 
The extracted values of mobility and threshold voltage show a simi-
lar linear dependence, but the standard deviation is higher. This can 
be partially attributed to the fact that mobility and threshold voltage 
result from an extrapolation that is affected by possible failures of the 
fitting model.

Despite the fact that the underlying mechanism of the observed 
pressure sensitivity is not completely clarified yet, pressure sensi-
tivity seems to result from a combination of mobility variations in 
the channel and interface effects in the source/drain surrounding 
areas, likely due to morphological modifications of pentacene layer 
under stress.

To clarify the influence of structural effects (in particular of the 
contact/semiconductor interface) on the pressure sensitivity, we 
have also realized, on the same insulating layer, a couple of bottom-
contact and top-contact devices with the same active layer as reported 
in Ref. 16. As a matter of fact, the different metal/semiconductor 
interface is expected to affect the behavior of the electrical character-
istics of the transistors even if no pressure is applied. In fact, the mor-
phology of the pentacene film in the device channel region close to 
the electrode edges is different in top-contact and bottom-contact 
devices. In the bottom-contact structure near the edge of the elec-
trodes there is an area with a large number of grain boundaries that 
can act as charge carrier traps and are believed to be responsible for 
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the reduced performance of bottom-contact devices when compared 
to top-contact devices. An example of the obtained results is shown 
in Figs. 3.14 and 3.15. 

The threshold voltage decreases with pressure in bottom-contact 
devices while in top-contact devices it is pressure-insensitive. This 
observation confirms the role of insulator/semiconductor and metal/
semiconductor interfaces in determining the pressure sensitivity of 
the device. On the other hand, mobility has a very similar behavior in 
top-contact and in bottom-contact devices, indicating a direct contri-
bution of the semiconductor mobility in the channel to the observed 
sensitivity. Even if a complete explanation of the observed sensitivity 
needs additional investigation, it seems likely that the effect is quite 
reasonable since the transport properties of organic molecular sys-
tems follow the hopping model rather than the band model.14 Under 
compressive strain, the energy barrier for hole hopping decreases 
due to the smaller spacing between molecules, resulting in an increase 
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of the current of the FETs. In contrast, tensile strain causes a larger 
spacing, resulting in a decrease of the current. This effect can be 
observed in Fig. 3.16 in which positive (tensile strain) and negative 
(compressive strain) pressures were applied to the device. As seen, 
the tensile stimulus results in a decrease of the drain current while a 
compressive stimulus induces an increase in the drain current as 
expected. This feature cannot be achieved using commercial (metallic) 
strain gauges and can be very useful in a wide range of applications 
(e.g., body parameters monitoring). 

The main drawbacks of these devices seem to be the high operating 
voltage and a limited time stability that could be overcome by using a 
proper flexible encapsulation layer to protect the semiconductor layer 
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from exposure to external agents (i.e. humidity, light, etc) as these 
factors are known to cause drift and in general to negatively affect the 
device performance.

3.4  Applications for Organic Field-Effect 
Transistor Sensors

The possibility of obtaining low-cost physical sensors is attractive for 
a number of applicative fields. Organic field-effect sensors are still in 
their embryonic phase. As far as we know, no commercial application 
has yet been developed. Despite this, many groups are working 
toward innovative solutions that make use of this technology. Here 
we will focus on two cases that seem particularly interesting: the first 
is the realization of an artificial skin for robots, while the second con-
cerns e-textiles. Both deal with a common need, i.e., the conforma-
bility of the final product to a 3D shape, a robot in the first case and the 
human body in the second. This requirement is fully satisfied by 
devices realized on substrates that are able to adapt their shape to the 
substrate, i.e., are flexible. Furthermore, large area is another desirable 
characteristic. In the following, an overview of these applicative fields 
is given with a special focus on requirements for future devices.

3.4.1 Artificial Sense of Touch
The skin is the largest organ of the human body. For the average 
adult human, the skin has a surface area of 1.5 to 2.0 m2, most of it 
is 2 to 3 mm thick. The average square inch of skin holds 650 sweat 
glands, 20 blood vessels, 60,000 melanocytes, and more than a thou-
sand nerve endings. 

Skin is composed of three primary layers: the epidermis, which 
provides waterproofing and serves as a barrier to infection; the der-
mis, which serves as a location for the appendages of skin; and the 
hypodermis, which is called the basement membrane (see Fig. 3.17). 
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The dermis is tightly connected to the epidermis by a basement mem-
brane. It also contains many nerve endings that provide the sense of 
touch and heat.

Somatic sensation consists of the various sensory receptors that 
trigger the experiences labeled as touch or pressure, temperature 
(warm or cold), pain (including itch and tickle), and the sensations of 
muscle movement and joint position including posture, movement, 
and facial expression. 

In human beings, touch is in fact a combination of different feel-
ings, for instance, perception of pressure (hence shape, softness, tex-
ture, vibration, etc.), relative temperature, and sometimes pain. In 
addition, complex actions based on touch (such as grasping) are the 
result of a powerful sensory-motor integration which fully exploits 
the wealth of information provided by the cutaneous and kinesthetic 
neural afferent systems.22 A very accurate description of tactile units 
is available in Ref. 23, where a classification of these units according 
to receptive fields and response time is given. 

Obviously, reproducing the human sense of touch with an artifi-
cial system is a very challenging task, first, because the term touch is 
actually the combined term for several senses. 

The tentative specifications for tactile sensors have been defined 
in Ref. 23 as follows:

 1. The sensor surface or its covering should combine compli-
ance with robustness and durability.

 2. The sensor should provide stable and repeatable output sig-
nals. Loading and unloading hysteresis should be minimal.

 3. Linearity is important, although only monotonic response is 
absolutely necessary. Some degree of nonlinearity can be cor-
rected through signal processing.

FIGURE 3.17 Cross section of human skin.22



 Strain and Pressure Sensors Based on OFET 109

 4. The sensor transduction bandwidth should not be less than 
100 Hz, intended as tactile image frame frequency. Individual 
sensing units should accordingly possess a faster response, 
related to their number, when multiplexing is performed.

 5. Spatial resolution should be at least of the order of 1 to 2 mm, 
as a reasonable compromise between gross grasping and fine 
manipulation tasks. 

The development of tactile sensors is one of the most difficult 
aspects of robotics. Many technologies have been explored, includ-
ing a carbon-loaded elastomer, piezoelectric materials, and micro-
electromechanical systems. Artificial skin examples, able to detect 
pressure, already exist; but it is difficult to manufacture artificial 
skin in large enough quantities to cover a robot body, and it does 
not stretch. The most promising examples of “electronic skin-like” 
systems with large areas are based on organic semiconductors and 
have been reported by Takao Someya’s group at University of 
Tokyo.24 They have developed conformable, flexible, wide-area net-
works of thermal and pressure sensors in which measurements of 
temperature and pressure mapping were performed simultane-
ously. The device structure is shown in Fig. 3.18. 

Someya has developed a skin that is stretchable and that remains 
as sensitive to pressure and temperature when it is at full stretch as 
when it is relaxed. In the presented design, both sensor networks con-
tain their own organic transistor active matrices for data readout. 
This arrangement means that each network is self-contained and 
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electrically independent and that organic transistors are only used to 
address sensitive (pressure or thermal) elements. The arrays are less 
sensitive than human skin, but already mark an improvement over 
previous efforts, while sensing temperatures in the range of 30 to 
80°C. Moreover, the structure is flexible enough to be rolled or bent 
around a 2 mm bending cylinder. Someya estimates that his e-skin 
will be commercially available within a few years, and in the near 
future it will be possible to make an electronic skin that has a function 
that human skin lacks by integrating various sensors not only for 
pressure and temperature, but also for light, humidity, strain, sound, 
or ultrasonic.

Moreover, it could also be possible in the next years to develop 
electronic skin completely made of organic transistors. In particular, 
the possibility of realizing strain and pressure sensors that can act 
at the same time as switch and as sensor without the need of any 
further sensing element will be interesting. Moreover, flexible chemo-
sensitive transistors, biosensors, and temperature sensors could be 
obtained with the same technologies, allowing new challenging and 
smart features for this application.

3.4.2 E-Textiles
There is an increasing interest in the emerging area of e-textiles, 
meaning with this term the idea of endowing garments and fabrics 
with new electronic functions, in particular aimed at monitoring 
physiological parameters in patients25 and in subjects exposed to par-
ticular risks or external harsh conditions.26

Strain and pressure sensors for measuring body characteristics 
are particularly interesting for this kind of application because 
they could enable one to measure a wide set of parameters such as 
posture, breathing activity, etc., in a totally non-intrusive way. This 
characteristic is in fact very interesting for practical applications. 
For instance, it allows doctors to monitor the patient status in real 
time, 24 hours per day; additionally, it allows a better quality of 
life for patients who do not perceive them as invasive monitoring 
systems.

Basic specifications for this application are rather similar to those 
listed for electronic skin. In addition, these systems, being in contact 
(or close) with the human body, must comply with strict safety stan-
dards. Organic field-effect sensors developed on plastic flexible films 
are good candidates to accomplish this function as they can be assem-
bled in arrays on flexible substrates to be applied on the fabric itself.

At present, first attempts of strain sensors on garments are made 
with piezoresistive stripes deposited on the garments.27–32 In this case, 
the detection is made through piezoresistive tracks running on the 
fabric along, for example, a sleeve or parallel to the chest in a T-shirt 
(Fig. 3.19). In this way, the movement results in a deformation of the 
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track and a variation of its resistance. No spatial resolution is achiev-
able with such a strategy that is based on the measurement of the 
resistance of the whole track. 

Totally flexible organic field-effect sensors described in Sec. 3.3 
can be integrated in different substrates to detect physiological 
body parameters such as the joint movements, the breathing signal, 
or the posture of a person.33 In Fig. 3.20 the sensor is glued on a 
latex glove and positioned upon the joint between the first and the 
middle phalanx of the index finger and used to detect the finger 
movements. 

As can be seen in Fig. 3.21, when the finger is clenched (tensile 
stress on the transistor channel), the current decreases whereas when 
the finger is forced to raise (compressive stress on the transistor 
channel), the current increases as expected. 

FIGURE 3.19 Examples of sensorized garments for recording body signals. 
(Reprinted with permission from Ref. 36. Copyright 2005, IEEE.)

FIGURE 3.20 Organic fi eld-effect sensor glued on a latex glove and used to 
detect fi nger bending movements.
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Changes were reversible even after numerous measurements, and 
the device response is reproducible, reversible, and prompt enough to 
be used to monitor relatively fast movements. In Fig. 3.22 a totally 
flexible mechanical sensor was used to detect the elbow joint move-
ments. In this case, a device was glued to an elastic band and used for 
monitoring elbow bending. In Fig. 3.23 an example of the obtained 
results is shown.

We also tested our devices to detect the breathing activity. The 
sensor was mounted on a wearable elastic band placed around the 
diaphragm area of a volunteer, as shown in Fig. 3.24.

The sensor was able reveal variation in the breathing activity due 
to apnea, cough, laugh, hiccups, etc. In Figs. 3.25 and 3.26 examples 
of the obtained results for different breathing movements are shown. 
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FIGURE 3.24 Wearable elastic band provided with a sensor for human 
breathing rhythm monitoring.
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As can be seen the sensor response is reproducible and rather fast 
(hundreds of milliseconds).

This technology can be helpful also for detection of falls or for 
gait analysis through the detection of pressure exerted on shoes. In 
particular we performed experiments inserting sensors under the 
insole of a shoe to detect the pressure exerted by the foot, as shown 
in Fig. 3.27. 

In the experiment shown in Fig. 3.28, two sensors were positioned 
under the heel and under the sole. As can be seen, it is possible to 
clearly distinguish when the subject is on tiptoes or on heels or is 
normally standing.

The employment of OFETs could enable building arrays and 
matrices able to give a full spatial resolution to the measurement. 
This feature is particularly useful for application as the gait analysis 
or the detection of posture in which a proper spatial resolution is 
needed.

Another possible, particularly interesting development is aimed 
at the realization of the functions described above directly on yarns.34–36
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FIGURE 3.26 Sensor output for cough and hiccup.

FIGURE 3.27 Experimental setup for detection of falls and gait analysis.
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In this way, it could be possible to build a whole fabric made with 
sensitive elements that will be distributed over a large area. Not only 
is the distributed function in the fabric a real novel element, but also 
the possibility of leveraging from an existing industrial technology 
such as textiles for creating a new technological approach, though 
challenging, could really have a huge impact. Nevertheless, high 
operating voltages of devices and chemical safety of materials are still 
open questions and must be carefully considered in designing such 
an application.
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4.1 Electrical Semiconductor and Dielectric Analysis

4.1.1  Impedance Spectroscopy (Basics, Impedance 
Elements, Ideal and Nonideal MIS Structures)

This chapter deals with the characterization of the electronic proper-
ties of organic materials by impedance spectroscopy. The motivation 
for this is novel organic devices, whose electronic properties are not 
yet fully known, such as OFETs, OLEDs, and OPDs, which are 
described in greater detail in other chapters. To understand an elec-
tronic device, it is essential to know its equivalent circuit (EC). If the EC 
contains capacitive or inductive elements, its impedance will show 
frequency dependence. Hence measuring the impedance spectrum (IS) 
of an electronic device over a large frequency range enables determi-
nation of the elements of the underlying EC.

In practice, the determination of EC can be complicated by several 
factors. First, the EC of the device under test (DUT) is often unknown. In 
this case the problem is not only quantitative but also qualitative. This 
requires an algorithm for the interpretation of the IS that cannot be given 
for the general case. Second, the IS of an EC is not necessarily unique—
different ECs can have identical impedance spectra. Third, the DUT 
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should not alter its electronic properties during the measurement, which 
takes ~1 min. Especially when the DUT is biased during measurement, 
it might experience electric stress leading to an ambiguous IS. When 
biasing a device, the measurement of the impedance has to be quasi-
static; i.e., the EC at each frequency must have sufficient time to complete 
all charging and discharging processes. It will be shown that for certain 
ECs, which are typical of organic electronic devices, the related time con-
stants can be high enough to limit the measurement speed.

The impedance is a measure of the electric resistance of AC cir-
cuits. It is a complex value with a magnitude and phase which are 
both measurable. An ohmic resistor does not alter the phase whereas 
an ideal capacitor has a phase φ of −90° and an ideal inductor has a 
phase φ of +90°. Combinations of these basic elements have a phase 
value in between depending on the dominant element. At low fre-
quencies capacitive elements dominate because their impedance ZC is 
inversely proportional to the frequency f. For inductive elements it is 
the opposite since their impedance ZL is proportional to the frequency. 
The impedance of ohmic elements ZR is frequency-independent and 
identical to the ohmic resistance R.

Although each of these three basic impedance elements have 
individually a constant phase over the whole frequency range, com-
binations of these will show a characteristic frequency–dependent 
total phase. Thus it is surprising that the impedance spectrum of 
some organic devices shows constant phase between −90 and 0° over 
a large frequency range. For that reason we will provide a closer look 
at a class of impedance elements known from electrochemistry, the 
constant-phase elements (CPEs).

CPEs are impedance elements with a frequency-independent 
constant phase between −90 and 0°. One example is the Young element1 
whose characteristics suit well the properties of an organic semicon-
ductor. A Young element is a parallel circuit of an ideal capacitance 
and a resistor with an exponential spatial dependence. According to 
Rammelt and Schiller,2 its impedance Zy is described by
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 (4.1)

 with and /τ ρ δ δ= = =R C R py( ) ( ) ( )0 0 0 d  

where δ = characteristic penetration depth
 p = relative penetration depth
 d = thickness of capacitor
 τ = Young time constant

The relative penetration depth p describes into which depth of the 
capacitor the conductive layer extends. A value of p = 0.05 indicates 
that at 5% of the capacitor thickness d the conductivity has decreased 
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to 1/e. The distribution of the local resistivity of the capacitive layer 
is described by 

 ρ ρ δ( ) ( ) /x ex= 0  (4.2)

where ρ(0) = resistivity at interface (depth x = 0).

The phase of the Young element is frequency-dependent. How-
ever, for small values of p it can be approximated by the following 
expressions, of which the second is a frequency-independent value.
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In Fig. 4.1 the phase spectrum of a Young element is plotted for 
different values of p. For large values the spectrum resembles the one 
of a parallel circuit of a capacitor whose phase is zero at low frequen-
cies and −90° at high frequencies. However, at lower values of p, the 
phase levels at a value obtained by Eq. 4.3 in a certain frequency 
range. For very low values of p this level extends over a large fre-
quency range in which the Young element is a CPE.

The total resistance Rtot of the conduction layer of the Young element 
is obtained by integration over the thickness:

 R dR x R e R e
d
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0

1
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10 1 0 p  (4.4)

The complex impedance can be given either by its real and com-
plex part or by its absolute value and phase. When measuring over a 
frequency range, the problem arises to plot this three-dimensional plot 
in two dimensions. One possibility is to plot the frequency-dependent 
impedance in the complex plane (Nyquist plot). However, this does 

FIGURE 4.1 Left: specifi c resistance ρ of a Young element; right: phase spectrum of 
a Young element for different relative penetration depths p. The corresponding 
approximated constant phase values are indicated by horizontal lines (parameters: 
R(0) = 10 kΩ, Cy = 1 nF).

d

δ = p d

Conductivity

Resistivity

–90

–80

–70

–60

–50

–40

–30

–20

–10

0

1.E+01

p = 50%

p = 15%

p = 5%

–45°

–77.5°

–85°

Frequency (Hz)

P
ha

se
 (

de
g)

1.E+02 1.E+03 1.E+04 1.E+05 1.E+06



 120 C h a p t e r  F o u r  

not enable identification of the frequency at which every single point 
was measured. This can be avoided by plotting both the real and imag-
inary parts of the impedance over frequency. The two plots can be com-
bined into one if two different y axes are used. As an alternative to the 
real and imaginary parts, the absolute value and the phase of the 
impedance can also be plotted (Bode plot).

In this chapter the Bode plot is modified by multiplying the abso-
lute value of the impedance by the frequency f. This is done to elimi-
nate the frequency dependence of the capacitive impedance ZC = 
1/(2π f C). By this the capacitive behavior of the impedance can be 
investigated more closely.

4.1.2 The IS of an Organic MIS Structure
The Field-effect transistor (FET) is probably the most important device in 
electronics due to its amplifying and switching properties. For this rea-
son it is of great interest to understand the metal-insulator-semiconductor 
(MIS) structure which constitutes a FET by adding a source, drain, and 
gate contact. The transistor is switched on by accumulating charge car-
riers at the semiconductor-insulator interface, creating a conducting 
channel between the source and the drain contact. It is switched off by 
depleting this channel of charge carriers. This is done by applying an 
appropriate gate voltage. Assuming a p-type semiconductor, a nega-
tive voltage switches on the transistor and a small positive voltage 
switches it off. However, a sufficiently large positive voltage will accu-
mulate minority charge carriers in the channel (inversion).

An ideal MIS structure behaves as a capacitor whose dielectric 
layer thickness varies with voltage. At accumulation and inversion 
the thickness corresponds to the thickness of the insulating layer 
whereas at depletion the thickness of the depletion zone must be 
added. The characteristics of the corresponding C(V) curve give 
information not only about the layer thicknesses but also about sev-
eral semiconductor parameters such as the charge carrier density.3, 4

This method of device characterization, which is well established for 
silicon devices, can, however, not be applied on organic MIS structures. 
Because of the lower charge carrier density, mobility inversion does not 
occur. Moreover, the semiconductor layer has complicated contact prop-
erties compared to silicon. Finally, also the dielectrics used in organic 
FETs often do not have the ideal properties of silicon oxide regarding 
their leakage behavior, mobile ion density, and so on. For these reasons 
the EC of an organic MIS structure is much more complex, complicating 
the measurement of C(V) characteristics. To determine quantitatively the 
EC of the organic device, its IS must be measured.

An organic MIS under bias basically consists of three capacitive 
layers. The first layer corresponds to the insulator, and the other two 
correspond to the depletion zone and the (remaining) bulk of the 
organic semiconductor. Since all three layers can show leakage to a 
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certain extent, they are each modeled in a first approximation by a 
capacitor in parallel to a resistor. See Fig. 4.2.

If a layer shows no leakage, the parallel resistance is infinite and 
can be omitted. This is the case for ideal dielectrics and the depletion 
zone. Such layers cannot be distinguished and appear as a single 
layer. The remaining organic semiconductor bulk layer is character-
ized by a comparably low leak resistance. The involved capacitances 
frequently appear as Young elements mostly due to complex inter-
faces at the metal contact. In the following the IS of two organic MIS 
devices is discussed, showing some of the aforementioned effects (see 
Schoen5).

The first device consists of aluminum as top and bottom contacts, 
PVP (polyvinylphenol) as a dielectric, and MPP as the organic semi-
conductor (both spin-coated). The IS and C(V) are shown in Fig. 4.3. 
The IS is taken at depletion and modeled by a two-layer EC. The first 
layer corresponds to the combination of dielectric layer and semicon-
ductor depletion zone, which both have a high resistance (> GΩ). 
However, this layer shows the characteristics of a Young element with 
the relative penetration depth of 1% and a Young resistance of 10 kΩ. 
The Young element causes at low frequencies a constant phase of −89° 
and a linearly increasing |Z|* f product. The peak at higher frequen-
cies is caused by a thin second layer with a low leakage resistance 
corresponding to the remaining semiconductor bulk layer.

The C(V) curve of this device shows a distinct time effect. At a 
normal measurement rate the C(V) curve seems arbitrary. Only 
when measured extremely slowly (1 day for a 40 V sweep) do the 
typical C(V) characteristics emerge. The fact that the fast measured 
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Dielectric
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FIGURE 4.2 Three-layer EC of an organic MIS structure in an OFET.
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curve is mirrored at the reverse point indicates that slow voltages 
dependent charging effects play a role. This is discussed in greater 
detail in Sec. 4.2.

The second device is a pentacene MIS structure with BCB (benzo-
cyclobutene) as dielectric. An analysis with impedance spectroscopy 
reveals the layer structure of the device. The IS is measured from 
accumulation ( −6 V) to depletion (5 V). They can be fit by four layers: 
two layers have a constant capacitance over the entire bias voltage 
range and hence are attributed to the dielectric. However, to fit the IS 
one of the two layers is modeled by a Young element. The Young 
characteristic of this layer is due to the semiconductor-insulator inter-
face with the contact.

The capacitances of the remaining two layers have an opposite 
dependence on the bias voltage. However, the sum of the two serial 
capacitances is constant. This indicates that the two layers correspond 
to the depletion and bulk layers of the semiconductor. The depletion 
layer is also modeled by a Young element, which accounts for the 
interface to the semiconductive bulk layer.

From the capacitances of the four layers, the device area, and 
the dielectric constants of pentacene (~3) and BCB (3.78), the layer 
thicknesses can be derived. As can be seen in Fig. 4.4, the bulk and 
depletion thicknesses add up to the thickness of the thermally grown 
pentacene layer (~50 nm); the thicknesses of the two BCB layers are in 
total 86 nm. This fits well to the thickness values obtained from direct 
measurements (oscillating crystal: ~45 nm pentacene, profilometer: 
~85 nm BCB).

FIGURE 4.3 Left: IS of an MPP MIS structure at depletion (−40 V) (symbols–
measured, lines–modeled) (fi t parameters: contact resistance R

c
= 99 Ω, inductivity 

L = 10 nH; capacitive layer 1: C1 = 391 pF, R1 = 10 GΩ; p1 = 0.98%, R(0)1 = 10.1 
kΩ; capacitive layer 2: C2 = 5.7 nF, R2 = 704 Ω, see text). Right: C(V) curve of the 
same structure at two different measurement speeds (black curve: 875 mV/s, gray 
curve: 1.4 mV/s)

350

370

390

410

430

450

1.E+01

Frequency (Hz)

Z
·f 

(k
Ω

 · 
H

z)

–90

–89

–88

–87

–86

–85

–84

–83

–82

–81

–80

P
ha

se
 (

de
g)

400

410

420

430

440

450

460

470

480

–40

Voltage (V)

C
ap

ac
ita

nc
e 

(p
F

)

Measurement time 28 h

Measurement time 160 s

–30 –20 –10 0 10 20 30 40 501.E+02 1.E+03 1.E+04 1.E+05 1.E+06 1.E+07



 I n t e g r a t e d  P y r o e l e c t r i c  S e n s o r s  123

4.1.3 Charge-Time Behavior of Capacitive Multilayers
As can be seen from the example in Fig. 4.3 organic capacitive multilayer 
structures can show a significant temporal dependence when biased. 
There can be various reasons for this, e.g., mobile ions in the dielectric, 
sensitivity to light, heat, oxygen, or charging effects. One might think 
the latter reason would play a negligible role since the contact resis-
tance is of the order of 1 kΩ, the device capacitance around 1 nF, and 
hence the charging time constant τ = RC = 1 μs. However, it will be 
shown here that for multilayer structures several charging time con-
stants apply that can be individually significantly higher.5 To under-
stand the temporal charging behavior of the three-layer structure, 
first the capacitive double-layer structure is described, as it is a spe-
cial case of the three-layer structure.

The Capacitive Double-Layer Structure 
The equivalent circuit of a double-layer structure corresponds to a 
contact resistor Rc in series with two capacitors C1,2 which respectively 
have a leakage resistor R1,2 in parallel (see Fig. 4.5).
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FIGURE 4.4 Thickness of the four capacitive layers of a BCB-pentacene MIS 
structure at different bias voltages obtained by impedance spectroscopy.
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The evolution of the voltages at the layer is given by the follow-
ing system of differential equations using Kirchhoff’s current law for 
each layer.
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The solutions were simplified assuming that the contact resist-
ance is much smaller than the layer resistances (Rc<< R1, R2). The solu-
tions V1 and V2 of the system show the following behavior: When a 
voltage V (bias voltage) is applied on this circuit, the capacitors will 
charge with a common time constant τs, where τs is the product of the 
contact resistance Rc and the series capacitance Ctot (see Table 4.1). The 
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TABLE 4.1 Time Constants and Layer Voltages of a Double-Layer Structure
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FIGURE 4.5 Evolution of layer voltages of a double-layer structure (V1 is voltage at 
layer 1, V2 is voltage at layer 2; parameters: R

C
= 1 kΩ, C1 = 100 nF, R1 = 10 MΩ,

C2 = 50 nF, R2 = 1 GΩ; hence τs = 33 μs, τ
l
= 1.5 s, V1,s,0/V = 33%, V2,s,0/V = 67%, 

V1,l,0/V = 99%, V2,l,0/V = 1%).
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relative voltage at the layers, i.e., the percentage V1,s/V with respect to 
V2,s/V of the applied voltage, exponentially approaches V1,s,0/V with 
respect to V2,s,0/V corresponding to the ratio between Ctot and layer 
capacitance (see Fig. 4.5).
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= +  (4.7)
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However, simultaneously but with a much larger time constant τl, 
the relative layer voltages V1,l/V and V2,l/V exponentially approach 
V1,l,0/V and V2,l,0/V which is the ratio between layer resistance and 
total resistance Rtot (see Table 4.1).

In contrast to τs, the time constant τl is the product of parallel layer 
resistances and the parallel layer capacitances. Since the layer resist-
ances are much larger than the contact resistance, τl is much larger 
than τs. In the ideal case of infinite layer resistances, τl is infinite and 
the layer voltage will stay at its first reached level Vs.

A very good approximation for the evolution of the ith layer volt-
age is given by the following expressions:
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The Capacitive Three-Layer Structure
The behavior of the capacitive three-layer structure is largely analogous 
to that of the double-layer structure. However, the analytical solution of 
the underlying differential equation is more sophisticated. The equiva-
lent circuit of the capacitive three-layer structure is shown in Fig. 4.6.

The system of differential equations for the evolution of the 
voltages at the three layers is analogous to that of the double-layer 
structure:
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The solutions were simplified assuming that the contact resistance 
is much smaller than the layer resistances (Rc<< R1, R2, R3 ). As in the 
double-layer structure, the layers first charge with a time constant τs = 
CtotRc to a voltage determined by the layer capacitance (see Table 4.2). 
Moreover, the final layer voltage is determined by the respective layer 
resistances (see Fig. 4.6).
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FIGURE 4.6 Evolution of layer voltages of a three-layer structure (V1 is voltage at 
layer 1, V2 is voltage at layer 2, V3 is voltage at layer 3, Vtot is total voltage at all 
three layers; parameters: R

C
= 10 kΩ, C1 = 100 nF, R1 = 10 MΩ, C2 = 50 nF, R2 =

1 GΩ; C3 = 2 nF, R3 = 100 kΩ; hence τs = 19 μs, τ
m

= 3.5 ms, τ
l
= 1.5 s, V1,s,0/V =

1.9%, V2,s,0 = 3.8%, V3,s,0/V = 94.3%, V1,m,0/V = 32.4%, V2,m,0 = 67.5%, 
V3,m,0/V = 0.1%, V1,l,0/V = 0.99%, V2,l,0/V = 99%, V3,l,0/V = 0.01%).
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TABLE 4.2 Time Constants and Layer Voltages of a Three-Layer Structure
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However, the final time constant τl is not given by the product of 
the parallel capacitances and resistances. In addition, an intermediate 
time constant with an associated voltage level for each layer arises.
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In case one of the three layer resistances is much larger than the 
other two, say, R1 >> R2,3, one can find a simplified approximate 
expression for τl:

 τl C R R C R C R= + + +1 2 3 2 2 3 3( )  (4.18)

If the time constants of the respective regimes are too close to 
each other, the first voltage levels of the respective time domain 
(regime) will not clearly show because the layer already charges up to 
the voltage level of the second time domain.

A very good approximation for the evolution of the ith layer volt-
age is given by the following expressions:
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In case Rv is not much smaller than the layer resistances, a better 
approximation for the short time regime is obtained by adding a 
resistive prefactor:
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4.2 Integrated Pyroelectric Sensors

4.2.1 Introduction
Infrared sensors are used to detect thermal radiation in the mid- to far-
infrared wavelengths. The wavelength region around 10 μm is of par-
ticular interest for it is there that the thermal radiation of living species 
reaches maximum intensity (at room temperature). Thermal radiation 
can be converted to electric signals by two groups of infrared detectors. 
The first group is formed by the photon detectors, which are wavelength-
selective. They can be based on the photovoltaic, photoconductive, or 
photoelectric effect. They are made of semiconductor materials with a 
narrow energy gap, such as indium antimonide, and are extremely fast 
and sensitive. However, these quantum detectors require a minimal 
energy per photon for their operation and therefore often are cooled to 
cryogenic temperatures to obtain sufficient performance. Thermal detec-
tors form the second group. They indicate the temperature rise of the 
sensor material by a change in resistance or thermoelectric power and 
are characterized by a slower response (and hence a low-frequency 
bandwidth) than that of the quantum detectors. They are sensitive to the 
entire absorbed radiation, regardless of its spectral composition, and are 
therefore particularly well suited for the detection of IR radiation. Their 
performance is limited solely by the spectral transmittance of the 
entrance window and of the optical imaging elements. However, ther-
mal detectors are inferior to quantum detectors especially in sensitivity 
by several orders of magnitude. Bolometers, thermocouples and ther-
mopiles, and pyroelectric detectors belong to this group. 

The pyroelectric detector is the fastest of the thermal detectors 
since temperature changes at the molecular level are directly respon-
sible for the detection process. Pyroelectricity is the electrical response 
of a material to a change in temperature. It is found in any dielectric 
material containing spontaneous or frozen polarizations resulting 
from oriented dipoles and occurs in 10 crystal classes, certain ceram-
ics, and polymers that have been submitted to a special treatment. As 
discussed by S. B. Lang,6 the pyroelectric effect has been known for 
24 centuries when the Greek philosopher Theophrastus probably 
gave the earliest known description of the pyroelectric effect in his 
treatise “On Stones.” Although pyroelectricity of polymers was 
already discovered in the 1940s,7 it was not before 1971, when strong 
pyroelectricity was discovered in polyvinylidene fluoride (PVDF) by 
Bergmann et al.,8 that the polymers received any serious attention 
due to the initially weak effects. Early applications then emerged 
very soon—Glass et al.9 and Yamaka10 reported on polymeric pyroe-
lectric infrared sensors, while Bergmann and Crane11 demonstrated a 
pyroelectricity-based xerography process. Nowadays the nature of 
pyroelectricity in polymers is reasonably well understood (for a 
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review see Bauer and Lang12), and a large variety of amorphous, 
semicrystalline, single crystalline and liquid crystalline polymers are 
known to show significant pyroelectric response. 

A complete pyroelectric polymer sensing pixel typically is thought 
of as a capacitive pyroelectric sensor with an input unit comprised of 
infrared absorption and focusing elements such as absorption layers 
and micro-optics and an output unit that accounts for signal readout, 
impedance transforming, and signal amplification.13 In the angle-
selective motion sensor developed by Siemens (marketed under the 
brand name PID-21), PVDF is used as a freestanding unit in an array 
configuration that is glued to an appropriate frame and connected to 
the electronics, thus forming a hybrid PCB construction.14 Another 
possibility is to directly integrate polymer pyroelectric sensor arrays 
on silicon substrates, which provide the readout electronic circuits 
(impedance transformers, amplifiers). This, however, faces serious 
problems concerning thermomanagement.14–18 

Contrary to that, it would be very advantageous to directly inte-
grate polymer sensors and transistors, which means that in the case 
of silicon-based electronics, the sensor has to be produced directly on 
the silicon wafer, acting as the common substrate for transistor and 
capacitive sensing unit. Therefore classical integrated infrared detec-
tors are confined to rigid substrates and planar surfaces and do not 
provide continuous panoramic (360°) views.16–18 

With this in mind, organic thin-film transistors (OTFTs) and capac-
itive pyroelectric polymer sensors are easily pulled together to form 
integrated flexible pyroelectric sensors if one accounts for the possibil-
ity of both device classes being fabricated on flexible substrates and 
large areas in cost-effective production processes, thus opening com-
pletely new application areas. Such applications are found, e.g., in the 
context of pedestrian protection in the automotive industry, novel con-
cepts for human/machine interfaces used in mobile electronics, large-
area security features, low-cost home electronics, and artificial skin.19 
To date, there is no example of a large-area integrated organic pyroelec-
tric sensor on the market, due to the high demands made on the per-
formance of the OTFTs.

4.2.2 Theoretical Background—Pyroelectricity

Pyroelectrics and Ferroelectrics 
Ferroelectrics have raised a lot of interest in the last decades, because 
of their wide field of applications especially in flash memories, due to 
their high dielectric constants (in the range from 10 to 1000), allowing 
high storage densities.

The important property for pyroelectrics and ferroelectrics is the 
existence of a spontaneous polarization. This polarization arises from a 
polarity in the unit cell of an electrical anisotropic crystal or portions of 
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a semicrystalline polymer such as PVDF. The important property com-
mon to both materials is that this polarization can be switched between 
at least two metastable states by applying an external electric field. For 
the presence of the pyroelectric effect it is sufficient that the overall 
spontaneous polarization change with the temperature.

This is always the case, when a spontaneous polarization P exists, 
since the volume V changes with the temperature, and the total spon-
taneous polarization is defined by the sum of the molecular dipoles pi 
in the unit cell of a crystal, or alternatively (as is in our case) in the 
repeat unit of a polymer, divided by its volume.20

P
V

pi
i

= ∑1  (4.22)

The polarization has the units of coulombs per square meter (C/m2) 
since the dipole moment has the units of coulomb-meters (C ⋅ m). The 
ferroelectric materials can thus be regarded as a subgroup of the 
pyroelectric materials. Even if this chapter deals only with the pyro-
electric effect, the term ferroelectric will often be present. This is due to 
the fact that most effects are termed with respect to the more popular 
ferroelectric effect. For example, the phase where a spontaneous 
polarization is present is called the ferroelectric phase, even if the term 
pyroelectric would be more general.

Pyroelectricity
In general the term pyroelectricity describes the ability of a material to 
change its spontaneous polarization vs. temperature. The magnitude 
of this change is described by the pyroelectric coefficient. The pyro-
electric coefficient is defined as21 

 

�
�

�
p

dP
dT

M E
pyro =

⎛

⎝⎜
⎞

⎠⎟ ,

 (4.23)

Here dP is the change in the spontaneous polarization in response 
to the change in the temperature dT, normally measured under the 
condition of no or constant external electrical field E and mechanical 
stress M. The bulk polarization P is represented classically as a mac-
roscopic manifestation of mean field effects due to residual electric-
dipole moments.22, 23 Discontinuities at the sample boundaries create 
a surface charge density σ = nP, where nP is the component of the 
polarization normal to the boundary surface.

In the case of a parallel plate capacitor, the magnitude of the pyro-
electric coefficient can be defined with respect to the charge gener-
ated at its electrodes in response to a temperature change:
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where A is the surface area of the capacitor and Q is the charge 
generated. 

The spontaneous polarization creates an electric displacement 
D in the material. This generates a net positive or negative charge at 
the surface of the sample. In air these charges are more or less 
shielded by free charge carriers from the surrounding atmosphere. 
When electrodes are situated on the surface, the potential is com-
pensated by free charges in the conductive material. For a stable 
temperature, no current can be observed since the electric displace-
ment in the sensor material remains constant. As soon as the material 
undergoes a temperature variation, the spontaneous polarization 
changes due to changes in the dipole orientation and by a change in 
the density of the dipoles per volume. The change in the spontane-
ous polarization induces a change of the charge density at the sur-
face of the pyroelectric layer. This is compensated by charge carriers 
in the electric circuit, thus producing a measurable current via the 
connecting electrodes.

4.2.3 Pyroelectric Polymer Materials

Structure of Poly(Vinylidene Fluoride) 
The various properties of poly(vinylidene fluoride) or PVDF make it 
suitable for a wide range of applications. Depending on the way of 
fabrication the PVDF can crystallize in several different phases which 
are called α, β, γ, and δ phases. Vinylidene fluoride has a large molecular 
dipole moment of μv = 7 × 10−30 C ⋅ m that occurs between the positively 
charged hydrogen and the negatively charged fluorine atoms in the 
(⎯CF2CH2⎯) section of the polymer. In the ferroelectric β-phase, the 
polymer chain is in the all-trans (TTTT) conformation, having all 
the dipoles oriented in the same direction, leading to a polar axis over 
the whole polymer chain. In the crystalline structure of the β-phase, the 
orientation of the polar axis is the same for all the polymer chains, lead-
ing to a macroscopic spontaneous polarization of 130 μC/m2.24

Since the properties such as ferro-, piezo-, and pyroelectricity 
depend on the existence of a macroscopic spontaneous polarization, 
the generation of samples with a high amount of the ferroelectric β-
phase is important. The crystallization as paraelectric α- or ferroelectric 
β-phase depends on the way in which the thin films are fabricated. To 
get the ferroelectric phase directly from the melt, some amount of the 
copolymer poly(trifluoro ethylene) (PTrFE) has to be added. This is so 
because a substitution of one hydrogen atom by the larger fluorine 
atom in TrFE (tri-fluoroethylene) favors the formation of the all-trans 
conformation. From a theoretical point of view, the copolymer reduces 
the possible maximum of the macroscopic polarization because it is a 
less polar molecule than the PVDF, but it increases the overall crystal-
linity of the semicrystalline polymer material. 
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The semicrystalline nature of polymer ferroelectrics covers three 
different types of polarization sources. There is frozen-in polarization 
from dipoles in the amorphous phase, ferroelectric (thermodynamic 
stable) polarization in the crystalline phases, as well as charge-
induced polarization from compensation charges that accumulate at 
the interfaces between amorphous and crystalline regions, to com-
pensate for the large depolarization fields and to stabilize the ferroe-
lectric polarization. 

Preparation of P(VDF-TrFE) Thin Films and of the Reference 
Capacitance Structures 
It has been reported25, 26 that lyophilized gels of PVDF using γ-
butyrolactone as solvent lead to stable gels favoring the formation of 
TT conformation resulting in β-phase PVDF. Therefore it was decided 
to transfer the γ-butyrolactone-based sol-gel process for PVDF to the 
P(VDF-TrFE) copolymer, which seems to be the most promising way 
to obtain highly crystalline, sufficiently flat, ferroelectric thin films by 
using a low-temperature spin-on process.27, 28

In this process γ-butyrolactone is heated up to 180°C using a 
reflux condenser to avoid solvent evaporation. A known amount of 
P(VDF-TrFE) pellets with a VDF:TrFE composition of 55:45, 65:35, 
and 76:24 is added to the solvent and dissolved. The solution is kept 
at this temperature for approximately 2 h. After cooling down, the 
solution is poured into a glass bottle and kept at room temperature 
for gelation. Prior to spin-on, viscid gels are transferred to a low-
viscous sol by slow heating up. Depending on the spin-speed and the 
solid phase content, layer thickness values between 300 nm and 3 μm 
can be achieved easily.27, 28 The dielectric constants of materials with 
VDF:TrFE composition of 55:45, 65:35, and 76:24 typically are 15 to 17 
for materials with 55% VDF content and 10 to 12 for the others.

For the electrical characterization of the ferroelectric properties of 
the polymer layers, capacitancelike structures were prepared by 
means of standard process steps. Aluminum layers with a thickness 
of 50 nm are sputtered on glass or PET substrates (Melinex) serving 
as the bottom electrode onto which the sol is spin-coated. Subse-
quently a calcination step is carried out at 110°C, which increases the 
crystallinity of the dielectric thin films. The samples are kept at this 
temperature for 5 h and then slowly cooled down to room tempera-
ture. Finally top electrodes are deposited by thermal evaporation of 
50 to 80 nm silver via shadow masks. The hysteresis measurements for 
the determination of the remnant polarization were done in a Sawyer- 
Tower configuration.

Ferroelectric Characteristics of P(VDF-TrFE)
In Fig. 4.7 at left, a typical hysteresis loop measurement of a P(VDF-
TrFE) capacitor is shown. The different curves correspond to loop 
measurements with increasing maximum electric field. The coercive 
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field strength, the field where all the dipoles in the material switch in 
the opposite orientation, is reached at about 80 MV/m. The maxi-
mum achievable polarization is called the saturation polarization and 
is about 200 MV/m. 

In Fig. 4.7 at right, the theoretical and measured values of the 
remnant polarization Pr vs. the PVDF content (as derived by Furu-
kawa20) are shown. It turns out that the highest polarizations are 
reached between 50 and 80% PVDF content. At very low PVDF con-
centrations, the few polar molecules prevent a high polarization and 
ferroelectricity is lost, while at high PVDF concentrations the creation 
of the α-phase is preferred and, moreover, the crystallinity is reduced 
to less than 50%. Between 80 and 50% there is a gradual decrease in 
the remnant polarization that is attributed to a decrease in the aver-
age dipole moment, because the dipole moment of a TrFE unit is one-
half that of a VDF unit. The Pr values from the sol-gel processed 
P(VDF-TrFE) copolymers nicely agree with the Furukawa values (the 
highest reported so far), whereas other reported values are signifi-
cantly smaller, thus indicating less ferroelectric activity. 

All ferroelectric materials have a Curie temperature. At this 
temperature they undergo a transition from the ferroelectric to the 
paraelectric phase. Even if the polymer chains stay in the ferroelectric 
all-trans configuration, the macroscopic spontaneous polarization is 
lost under this transition because the alignment of the polymer chains, 
with the dipole moments pointing in a preferential direction, is lost. 
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This ferroelectric-paraelectric phase transition can be clearly seen in 
the temperature dependence of the polarization where the remnant 
polarization vanishes beyond the Curie temperature Tc (Fig. 4.8b). 
The temperature dependence of the dielectric constant (permittivity) 
also reveals the transition from the ferroelectric to the paraelectric 
phase at the Curie temperature, which, in the case of 55% VDF con-
tent, is the same upon heating and cooling, thus indicating a second-
order phase transition (Fig. 4.8a). The behavior of the permittivity 
was also more deeply investigated by temperature- and frequency-
dependent dielectric spectroscopy (Fig. 4.9), revealing the phase tran-
sition peak at TC and the slight decrease of the dielectric constant with 
frequency that is most pronounced around the maximum of ε in the 
vicinity of TC.

For materials with increased VDF content, a hysteresis develops 
between heating and cooling, thus corresponding to first-order phase 

20
20

30

40

50

60

70

80

90

100
Melinex
Teonex

D
ie

le
ct

ric
 c

on
st

an
t

Temperature (°C)

20
–10

–8

–6

–4

–2

0

2

4

6

8

10

D
 (

μC
/c

m
2 )

Temperature (°C)

Saturation P. +
rem. P. +
Saturation P. –
rem. P. –

(c)

0

–50

Anti-ferroelectric
phase? Ferroelectric phase

Paraelectric phase

Molten phase

Tc

Tm

0

50

100

150

200

20 40 60 80 100

PVDFPTrFE VDF content (mol %)

Te
m

pe
ra

tu
re

 (
°C

)

30 40 50 60 70 80 90 100 110

55:45

30 40 50 60 70 80 90 100 110

(a)

(b)
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transitions. In the phase diagram derived by Furukawa (Fig. 4.8c), the 
phase transitions are plotted as a function of the VDF content. It is 
obvious that the transition temperatures decrease with the amount of 
PTrFE added, especially upon heating. The uppermost two parallel 
lines in this diagram correspond to the melting points upon heating 
and cooling of the material. For very high contents of PVDF, the Curie 
temperature is above the melting point, implying that the material is 
always ferroelectric in the solid state (assuming that the material is in 
the all-trans conformation).

Here again the values for phase transition temperatures of the sol-
gel-based ferroelectric copolymer samples (Fig. 4.8c) nicely correspond 
to Furukawa’s data. Therefore it can be concluded that the sol-gel proc-
essed P(VDF-TrFE) thin films are excellent ferroelectrics and therefore 
good candidates for materials with high pyroelectric activity.

4.2.4 Description of the Sensor Part

Setup for the Measurement of the Pyroelectric Response
To measure the macroscopic pyroelectric response of the sensor element, 
a laser diode (80 mW, 808 nm) is intensity-modulated with a sine or a 
square wave and is placed to illuminate the sample at the surface of the 
top electrode. The electrode is coated with a black graphite absorber to 
achieve maximal absorption. The induced temperature variations in 
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the sample generate an alternating current (compare to Sec. Pyroelec-
tricity), which can be measured using a lock-in amplifier. The reference 
frequency is taken from the function generator which also drives the 
laser diode. The measurement setup for the detection of pyroelectric 
responses is shown as an inset in Fig. 4.10.

Poling
To measure a pyroelectric effect, it is important to align the dipoles in 
a preferential direction in order to achieve a macroscopic spontaneous 
polarization. This treatment is called poling. The poling can be achieved 
by applying an appropriate voltage to the electrodes, thus generating 
an external field, which should be higher than the coercive field of the 
sample.29, 30 Since the coercive field of the P(VDF-TrFE) samples is 
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about 80 MV/m, the applied coercive field should be taken well 
above this value (around 150 MV/m). A stepwise enhancement of the 
voltage and intermediate times with zero voltage applied to the sam-
ple was used as reported in the literature.16 The effectiveness of the 
poling with respect to dipole alignment is strongly influenced not 
only by the poling voltage (the coercive field) but also by the tem-
perature during poling as is depicted in Fig. 4.10a for a sample with 
2.9 μm layer thickness and VDF content of 70%. According to this, the 
highest response (current and voltage) corresponding to the highest 
polarization can be achieved by increasing the poling field stepwise 
to about 140 MV/m at 130°C. 

Phenomenology of the Pyroelectric Response 
The pyroelectric response as obtained by the measurement setup 
shown in Fig. 4.10a can be detected in the voltage and current mode. 
The frequency dependence of the voltage as well as the current response 
for the copolymer sample with d = 2.9 μm is shown in Fig. 4.10b. The 
maximum voltage response values for the setup with the lock-in 
amplifier are achieved at 5 Hz, whereas the maximum current 
response is achieved between 2 and 6 kHz. According to the equiva-
lent circuit and the relation 
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the voltage response varies as IR below and I/(ωC) above the cutoff. 
The cutoff frequency ωc is determined by the RC time constant of the 
whole equivalent circuit as ωc = 1/RC. Here Rp and Cp correspond to 
the resistance and capacitance of the pyroelectric element and Ri and 
Ci to the input resistance and capacitance of the measurement circuit, 
respectively.

From an inspection of Fig. 4.10 it becomes clear that, apart from 
influences of the dipole alignment (poling voltage and temperature), 
the absorption of the incident light (existence of absorber structure) 
and the waveform of the excitation have an influence on the magni-
tude of the response. With a graphite absorber layer, the voltage 
response is more than doubled, and the use of a square waveform of 
the laser excitation additionally yielded 30% signal (compare values 
for 500 V poling voltage in Fig. 4.10).

For the calculation of the voltage and current sensitivities of 
the pyroelectric sensor element, the magnitude of the pyroelectric 
response has to be divided by the power of the incident radiation. This 
is done in Fig. 4.11 for a thin pyroelectric sensor element fabricated on 
Melinex substrate. Here the inverse frequency dependence of the 
voltage response with respect to that of the current response [which 
is basically expected from Eq. (4.25) for ω > ωc] is nicely observed.
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Sol-gel Thin Films vs. Stretched Commercial Films To compare the pyro-
electric sensitivities of sol-gel derived thin films with commercially 
available reference PVDF films with respect to sensitivity level and 
output voltage, a 25 μm thick uniaxially stretched PVDF foil (pur-
chased from Piezotech SA) was provided with either aluminum or sil-
ver electrodes on both sides and characterized with the measuring 
setup described above. The results are shown in Fig. 4.12. 

The voltage sensitivity RV was determined in the low-frequency 
range by means of a high-impedance parametric analyzer from mb-
technologies (ZMBPA  = 1 GΩ, if the MBPA is operated as a voltmeter) 
and for intermediate and high frequencies by a standard lock-in 
amplifier with a rather low input impedance of ZLI = 100 MΩ. 
Between 5 and 5000 Hz the response voltage is inversely propor-
tional to the modulation frequency of the input signal, as expected 
by pyroelectric theory (see Eq. 4.25). Moreover, the response is pro-
portional to the infrared light intensity over three orders of magni-
tude. However, the response becomes constant below the cutoff fre-
quency fco that is decided by the 1/CR time constant of the measuring 
circuit. For the MBPA we calculated fco = 1.5 Hz, whereas fco = 12 Hz 
for the lock-in amplifier, resulting in a respective reduction of the 
voltage signal for f < fco (see Fig. 4.12 top).
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For comparison, the voltage sensitivity and output voltage of a 
2 μm thick spin-on PVDF-copolymer film are depicted in Fig. 4.13. 
The ferroelectric copolymer films are fabricated and characterized as 
described in Sec. 4.2.4 and afterward subdued to a stepwise poling 
procedure (see Sec. Setup for the Measurement of the Pyroelectric 
Response). Due to the much higher film capacitance (~ 600 pF) com-
pared to the foil, the cutoff frequencies are expected to be one order of 
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magnitude lower. The calculated values are fco = 2.6 Hz for the lock-in 
measurement and fco = 0.3 Hz for the parametric analyzer MBPA, both 
of which are consistently reproduced in the voltage sensitivity meas-
urements. The overall voltage sensitivity at low frequencies (0.01 Hz) 
is about RV = 100 V/W which, normalized to the ferroelectric polymer 
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layer thickness, results in an RV’ = RV/d = 50 MV/(W ⋅ m) that is sig-
nificantly larger than the associated value RV’ = 20 MV/m obtained 
for the commercial PVDF film. That illustrates the sufficiently large 
crystallinity of the ferroelectric copolymer thin films and the effec-
tiveness of the poling procedure for a parallel orientation of the 
dipoles.

Modelling of the Pyroelectric Response—Heat Distribution Models Next 
to the pyroelectric coefficient of the layer, the design of the sensor 
device is important to improve the pyroelectric current and voltage 
responses. The performance of the sensor is especially influenced by 
the substrate (material and thickness), the thickness of the pyroelec-
tric layer, and the absorber structures. To determine the different 
influences qualitatively and quantitatively, two models for the ther-
mal conduction in a sensor element were developed. The knowledge 
of the actual temperature change in the pyroelectric layer is necessary 
not only for the improvement of the design of the sensor element, but 
also for the determination of the pyroelectric coefficient of a given 
material. 

The first model is a one-dimensional model that enables calcula-
tion of the temperature variations at any position in vertical direction 
from the surface of the sensor through the different material layers of 
the sample. This model is then used to calculate the average tempera-
ture change in the pyroelectric layer to compare various sensor 
designs, and the influences from different parameters of the sensor 
design on the pyroelectric response are investigated. Parameters 
under investigation are the substrate material and thickness, thick-
ness of the pyroelectric layer, and surface area of the sensor. By solv-
ing the basic heat distribution equation, Eq. (4.26), for a set of adjacent 
layers, the average temperature variation in the pyroelectric layer can 
be calculated. The as-calculated temperature variations are then used 
to model the expected pyroelectric responses in the frequency range 
from 10−4 to 106 Hz by using an appropriate equivalent circuit for the 
measurement setup. The as-obtained current and voltage responses 
for different sensor designs (different area, substrate material, sub-
strate thickness, thickness of pyroelectric layer) are compared with 
the results obtained from pyroelectric measurements performed in 
the way described in Sec. 3.3. The model helps thus to design a sensor 
with a maximum pyroelectric response in the targeted frequency 
range as well as to tailor the frequency dependence of current and 
voltage response.

The second model is based on a finite element method (FEM) 
using the MATLAB Partial Differential Equation (PDE) toolbox. Solv-
ing the heat transfer equation in two dimensions helps to calculate 
lateral resolution limits, which are important for designing an array 
of close-packed sensor elements. Consideration is also given to the 
time resolution limits of the sensor device which occur because the 
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heat from a previous event has to be conducted away before a subse-
quent excitation occurs.

One-Dimensional Model
In accordance with the publication of Setiadi and Regtien,31 a one-
dimensional heat distribution equation has been used, enabling one 
to calculate the amplitude and time dependence of the temperature 
variations in the sensor. The first model takes into account the dif-
ferent specific heat capacities, thermal conductivities, and densities 
of the different materials in the thin-film system. A sketch of a mod-
eled layer system is given in Fig. 4.14. The excitation of heat waves 
is done with a laser, intensity-modulated with a sine function. To 
extract the pyroelectric current and voltage responses, a suitable 
equivalent circuit for the sensor element had to be taken into 
account. To compare the results with the experimental data, the 
frequency-dependent measured values for Cp and Rp (obtained with 
an LCR meter) from the respective sensor elements were used as an 
input for the model.

The principal equation for heat conduction within the nth layer is 
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where δn = heat conductivity
 cn = specific heat
 dn = mass density of the nth layer

As the intensity of the incident light is assumed to vary according 
to a sine wave (P P ei o

i t= ⋅ ω ), producing heat variations in the sensor 
element, Tn can be written as

 T x t T x en n
i t( , ) ( )= ⋅ ω

 (4.27)
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The second important equation is the spatial heat current density 
J which for the nth layer is defined as

 
J x

T x
xn n

n( )
( )

= −
∂

∂
δ  (4.28)

The problem can be solved analytically with respective boundary 
conditions at each layer, basically yielding the average temperature 
T tn( )

 
for the nth layer. 

According to Fig. 4.14, the pyroelectric layer is the second layer 
and is given by

 
I
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p A Tpyro pyro= = ⋅ = ω   (4.29)

with T  being the average temperature of the pyroelectric layer that is 
represented by a complicated matrix equation32, 33 accounting for the 
material constants (δ, c, d) and for the heat input which is described 
by the absorption coefficient η, referring to the amount of light 
absorbed by the sensor and the heat radiation transfer coefficient gH, 
taking into account the heat loss per unit area at the front and back 
sides of the sensor.

By means of the equivalent circuit, the voltage response can be 
calculated from the differential equation
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with the solution
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This solution has already been given in the beginning of Sec. Phe-
nomenology of the Pyroelectric Response and describes the absolute 
value of the pyroelectric voltage response that can be measured by a 
lock-in amplifier.

Comparison with Experiment Before using the model to test the influ-
ence of certain material parameters, a comparison between the 
experimental and the modeled results for one example is given 
(with the material properties specified in Fig. 4.15). The shape of the 
curve can be explained very well by the one-dimensional multilayer 
model over four orders of magnitude in frequency. Some of the 
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input parameters for the calculation are given by the sample geometry 
and are determined independently by ellipsometry (layer thickness 
values) or are inherent to the measurement setup (specified values 
for input resistance and capacitance of lock-in amplifier plus cable 
capacitance) or are determined by the excitation setup as the laser 
intensity. 

The parameters that are not known exactly for this specific sample 
are the pyroelectric coefficient, which was assumed to be 30 μC/(K ⋅ m2) 
corresponding to measured values of similarly constructed samples 
and the absorbed intensity that is transferred to heat (90% absorption 
was estimated corresponding to independent NIR transmission mea-
surements of the absorption layer). However, these values shift the 
obtained responses only linearly. The steeper drop of the measured 
values in the high-frequency range of the current response is due to the 
influence of the black absorber layer whose layer thickness seems to be 
underestimated in the model.

Dependence of the Voltage Response on the Sensor Area Even if the cur-
rent response scales proportional to the surface area of the sensor, 
which follows directly from Eq. (4.29), the obtained voltage response 
shows a different behavior (see Fig. 4.16 for a sensor with 400 nm 
thick pyroelectric layer on glass substrate). According to Eq. (4.31) the 
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voltage response also depends on the sensor capacitance connected in 
parallel with the capacitance of the readout electronics. When the sensor 
area is very small, the low capacitance leads to an overall drop of the 
response over the whole frequency regime as in this case the cutoff fre-
quency is much larger (ω ω<< c). Bigger sensor elements ( ≥ 1 mm2 for 
the sensor configuration in Fig. 4.16), on the other hand, can only increase 
the signal in the low-frequency range (ω ω<< c), while the response 
remains constant at high frequencies where the linear dependence of 
current and capacitance on the area cancel each other due to

  
V

I

C cpyro
pyro at= >>
ω

ω ω  (4.32)

For an explanation of the detailed shape of the calculated results, 
the graphs have to be compared with the temperature lift calculated in 
the pyroelectric layer, given in Fig. 4.17b for a 175 μm thick glass sub-
strate. In the low-frequency range, the temperature decreases linearly 
with the frequency. In the range from 1 Hz to 10 kHz the slope of the 
temperature lift declines slower than 1/ω and thus produces an enhance-
ment in the current response. In the high-frequency regime, the tempera-
ture is not reaching the pyroelectric layer anymore and thus the obtained 
response starts to decrease again. To explain the voltage response, the 
lowpass filter effect of the device connected to the lock-in amplifier has 
to be considered in addition to the temperature effects.

Comparison of Different Substrates and Their Thicknesses It is widely 
known in pyroelectric technology that the substrate has a strong 
influence on the pyroelectric response, since it is a heat sink for the 
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sensor element. This, however, is a big advantage for sensors using 
P(VDF-TrFE) because they are not automatically connected to highly 
thermal conductive substrates. Ceramics such as lead zirconate tita-
nate (PZT), crystals such as triglycine sulfate (TGS), and other pyro-
electrics are normally fabricated on a silicon substrate, which strongly 
decreases the average temperature lift in the sensor element (com-
pare to Fig. 4.17a). A comparison of different substrates is thus very 
important. Since one big advantage of the PVDF copolymer is that it 
can be processed successfully on flexible substrates, a comparison of 
the thermal influences of different substrates and their thicknesses 
was made. To compare the results with the work of Setiadi and
Regtien,31 a calculation with a silicon substrate was done as well. In 
Fig. 4.17 the temperature lift (induced by the absorption of the laser) 
in the sensor element with respect to the ambient temperature is given. 
It is obvious that the silicon substrate has the worst responses in the 
low-frequency range because the substrate acts as a heat sink. The 
different colors in the plot are calculations for different thicknesses of 

10–4

10–4

10–2

100

Te
m

pe
ra

tu
re

 li
ft 

(K
) 102

104

10–4

10–2

100

102

104
104 102 100

10–2 100

Frequency (Hz)

(b)

102 104 106

Penetration depth (μm)

Temperature lift with glass substrate

10–4

10–4

10–2

100

Te
m

pe
ra

tu
re

 li
ft 

(K
)

102

104 102 100

10–4

10–2

100

102

10–2 100

Frequency (Hz)

(c)

102 104 106

Penetration depth (μm)

Temperature lift with Melinex substrate

ohne
50 μm
175 μm
575 μm
1 mm
10 mm

ohne
50 μm
175 μm
575 μm
1 mm
10 mm

10–4

10–4

10–2

100

Te
m

pe
ra

tu
re

 li
ft 

(K
) 102

104

10–4

10–2

100

102

104
104 102 100

10–2 100

Frequency (Hz)

(a)

102 104 106

Penetration depth (μm) ohne
50 μm
175 μm
575 μm
1 mm
10 mm

Temperature lift with silicon substrate

FIGURE 4.17 Calculated temperature lift for different substrates and the multilayer 
model depicted in Fig. 4.14. The substrates are (a) silicon, (b) glass, and (c) PET-foil 
Melinex. The penetration depth of the thermal wave and its assignment to the 
frequency are also indicated (red axis). (See also color insert.)



 I n t e g r a t e d  P y r o e l e c t r i c  S e n s o r s  147

the substrate. Of course, all substrate-related considerations are only 
important in the low-frequency range, when the penetration depth of 
the thermal wave is sufficiently high to reach down to the substrate. 
The penetration depth is defined as the distance in which the tempera-
ture has fallen to 1/e of its maximum value. In the high-frequency 
range (above 1 kHz), the penetration depth is shorter than the thick-
ness of the pyroelectric layer. Since it is the average of the tempera-
ture lift T  in the pyroelectric layer that is important, T decreases 
with a faster excitation, due to a shorter penetration depth λ at higher 
frequencies according to λ ω= 2K/ with K being the thermal 
diffusivity.

The blue line in all diagrams of Fig. 4.17 corresponds to a calcula-
tion without any substrate, hence it does not change from one substrate 
to another. The frequency where the influence of the substrates is start-
ing to become visible is around 10 kHz, and this frequency is the same 
for all substrates. But the extent to which the temperature lift is low-
ered by the substrate depends on its heat conductivity. The highest 
response is hence obtained for the PET foil (Melinex), having a heat 
conductivity in the range of the P(VDFTrFE) layer. Silicon is the worst 
substrate in the interesting frequency range between 0.1 and 100 Hz 
with respect to the magnitude of the voltage and current response 
because of its high thermal conductivity. With increasing thickness of 
the substrate the lowering of the temperature lift is extended to smaller 
frequencies. In Fig. 4.18a to c the different current and voltage responses 
are plotted. It is shown that they strongly depend on the substrate 
thickness in the low-frequency range. Again the detailed characteris-
tics of these curves are determined and explained by the temperature 
lifts calculated and displayed in Fig. 4.17.

Comparison of Different Pyroelectric Layer Thicknesses The thickness of 
the pyroelectric layer has an influence on the response functions of 
the sensor as well (see Fig. 4.19a to c). At low frequencies, when due 
to the large penetration depth the whole sample is excited, the pyro-
electric current is equal for all thicknesses of the pyroelectric layer. At 
higher frequencies the pyroelectric layer is activated only partly, 
resulting in a lower average temperature in the pyroelectric layer. It is 
interesting that for the high thermally conductive silicon substrate, the 
thin pyroelectric layer does not give the highest response, because the 
heat is conducted away by the substrate. However, for each layer 
thickness on the silicon substrate, there is a frequency range where 
the current response is maximized.

Influence of Impedance and Capacitance of the Measurement Circuit As 
expected from Eq. (4.31) the voltage response is strongly influenced 
by the input resistance of the measurement instrument or, strictly 
speaking, by the cutoff frequency ωc (see Sec. 4.2.4), whereas the 
current response is independent of ωc and only determined by the 
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average temperature in the pyroelectric layer and the product of fre-
quency, area, and pyroelectric coefficient [see Eq. (4.29)]. For frequencies 
below the cutoff, the voltage response is proportional to the current 
response according to Vpyro = IpyroR with R being the overall resistance 
of the equivalent circuit. According to that, the voltage response is 
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basically frequency-independent below 1 Hz, and this level increases 
with the resistance (Fig. 4.20).

Two-Dimensional Model 
The one-dimensional model gives a relatively good picture of the ther-
mal penetration of the device and is, by the use of an appropriate 
equivalent circuit, able to explain the measured pyroelectric responses 
very well. However, since it is a one-dimensional model, no information 
on the lateral resolution can be obtained from this approach. A two-
dimensional model of the heat transfer in the sensor element was there-
fore developed to give further insight in the lateral thermal distribution. 
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This becomes important for the fabrication of an array of close-packed 
sensor elements. The obtainable resolution of such an array, when used 
for thermal imaging, is obviously dependent on the amount of sensor 
elements, able to be addressed separately. But even if the electrode struc-
ture is fabricated with a high spatial density, the heat conduction between 
adjacent sensor elements is a resolution-limiting factor. This model uses 
the finite element method (FEM) to numerically calculate the thermal 
conduction in two dimensions, since no analytic solution can be pro-
vided in this case. The basis of the model is to define a geometry and to 
solve the heat-transfer equation on that geometry. Boundary conditions 
specify the behavior of the system at the edges of the observed region, as 
well as the heat entries and losses at these boundaries.

The Finite Element Method The basic idea of the finite element method 
is to solve a continuous differential equation numerically on a discrete 
grid and in discrete time steps. For each grid cell i a value for the solu-
tion u(xi, ti) is calculated by the use of the solution in the previous time 
step u(xi, ti−1) and the solutions from adjacent cells u(xi±1, ti). Boundary 
conditions specify the time behavior of the system at the edge of the 
specified geometry u(x0, t). Due to limited computer power possibili-
ties, a dimensional reduction has to be taken into account. In this case 
a two-dimensional analysis of the problem seems to be sufficient, since 
the heat flux has the same properties in the x and y directions. Another 
important question concerns whether the surrounding environment 
should be part of the model or whether the interactions are put in the 
boundary conditions.

Since only a part of the sensor element is modeled, the edges where 
the real sensor is extended in reality are described by appropriate 
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boundary conditions. The boundaries, where a heat transfer to the 
environment takes place, were taken into account in the boundary con-
ditions as well, using the heat transfer coefficients from the one dimen-
sional model.

Calculations of Different Heat Distributions and Comparison with One-
Dimensional Model The FEM model gives the simulated temperature for 
every triangle in the mesh at each time t. The mesh is automatically gener-
ated by the MATLAB PDE toolbox and is used to discretize the problem 
(see Fig. 4.21a).

On the basis of this geometry, the calculated temperature distri-
bution for a thermal excitation occurring at electrode 1 is displayed in 
Fig. 4.21b. The thermal conduction to the adjacent sensor elements is 
more clearly seen in the inset. An excitation temperature of 0.1 K is 
present at the surface of the top electrode.

In Fig. 4.22 the average temperature lifts in the sensor elements under 
various conditions are plotted. The upper line always corresponds to 
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the activated sensor element. The adjacent sensor elements are not 
activated, but due to the heat flux from the excited sensor element a 
thermal variation is also present in these elements. The middle line 
corresponds to the first neighbor and the lower line to the second 
neighbor. The different subfigures represent the temperature lift for 
various material compositions.

A direct quantitative comparison between the one- and the two-
dimensional models is complicated. In the one-dimensional model, the 
starting point is the intensity of the laser, and the absorption at the top 
of the sensor element is already a part of the modeling process. The 
starting point in the two-dimensional model is the temperature lift at 
the front side of the sensor element. Since the temperature lifts for the 
different layers can be computed with the one-dimensional model, this 
value can be taken as a starting point for the two-dimensional model. 
In Fig. 4.22a, a calculation of a P(VDF-TrFE) layer on a silicon substrate 
is made, whereas in Fig. 4.22b PET is used as the substrate. The upper-
most lines correspond to the time development of the average tem-
perature in the sensor element excited. The average temperature was 
calculated by summing over all cells in the pyroelectric layer of the sen-
sor element and dividing them by the number of cells. In the case of the 
silicon substrate the maximum average temperature is simulated to be 
0.03 K (assuming the excitation temperature at the top side of 0.1 K and 
the frequency of 1 Hz). In the case of the PET foil substrate the maxi-
mum temperature lift is 0.06 K. This corresponds to the result of the 
one-dimensional model. The high thermal conductive substrate is act-
ing as a heat sink, lowering the average temperature in the sample. It 
takes too much time to calculate this temperature over the whole fre-
quency range as it was done in the one-dimensional model, but the 
result at the frequency of 1 Hz corresponds to the values obtained in 
the one-dimensional model. 

Considerations on the Lateral Resolution Since the heat flux limits the 
spatial resolution of a sensor array, the heat flux to adjacent sensor 
elements has been calculated. The response of the first and second 
neighbor element is also displayed in Fig. 4.22. The ratio of the tem-
perature difference Tneighbor/Texcited is given in Table 4.3 for different 
substrates calculated. The determination of the allowed crosstalk 
between adjacent sensor elements depends on the readout electron-
ics. However, this value can be seen as a lower limit for the tempera-
ture difference detectable by adjacent sensor elements. Even if smaller 
differences could be detected by the readout electronics, the heat con-
ductivity becomes the resolution limiting factor for the device. It 
becomes obvious that a low thermally conductive substrate is advan-
tageous for PVDF as the pyroelectric layer. However, the best results 
are obtained when using a high thermally conductive pyroelectric 
layer (see Fig. 4.22). The temperature lift in the pyroelectric layer is the 
highest, and the thermal crosstalk is low. This result is in contradiction 
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to the statement in several publications, that PVDF is advantageous in 
array applications because of its poor heat conductivity.6 According to 
the fact that the thermal crosstalk between the excited element and the 
second neighbor is only 2.5% for a distance separation of 10 μm, virtu-
ally no thermal crosstalk is expected for elements that are separated by 
about 50 to 100 μm.

4.2.5 Description of Transistor Part

Why Do We Need an Organic Thin-Film Transistor 
and What Are the Requirements?
One very important aspect in capacitive pyroelectric sensors is the 
fact that they are high-impedance devices with a resistance Rp that is 
typically in the gigaohm range. If such a sensor is connected in paral-
lel to a low resistive load RL (RL << Rp), the voltage output signal will 
be reduced adequately to the reduction of the overall resistance R 
according to 

 
R R R R V V

R
RL p L L

L

p

= + ≈ = ⋅− − −( )1 1 1 and pyro, pyro  (4.33)

This would result in the collapse of the output signal, and there-
fore, it is very beneficial to have an impedance transforming element 
inserted between sensor and load. 

An ideal device to achieve this is a field-effect transistor because 
of its high-impedance input and its low-impedance output normally 
connected to the load. For large-area flexible physical sensor tech-
nologies, organic thin-film transistors (OTFTs) are ideal candidates 
for impedance-transforming elements because they can be processed 
on large areas at reasonable price and the substrates can be flexible.

According to this, OTFTs have to fulfill several requirements to 
be applicable as impedance-transforming or, perhaps, even signal-
amplifying elements for polymer-based large-area sensor technologies. 
First, they should operate at reasonably low voltages (< 5 V) because 

Pyroelectric 
layer—substrate Texceed (K) Tneighbor (K) Ratio 1st Ratio 2nd

PVDF–silicon 0.03 0.002 6.6 × 10–2 6.6 × 10–2

PVDF–PET 0.06 0.005 8.3 × 10–2 2.5 × 10–2

High thermal 
conductive
layer–silicon

0.1 0.001 1 × 10–3 4 × 10–3

TABLE 4.3 Thermal Crosstalk Between Adjacent Sensor Elements
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the output signals typically are in the region 0.1 < Vpyro < 1 V. So if a 
clear impact of the sensor signal on the OTFT current is desired, the 
threshold voltage of the transistor should not be an order of magni-
tude larger. Second, the OTFT input really needs to have a high- 
impedance input (~ gigaohms) in order not to unwillingly downscale 
the sensor signal. That means basically that the gate dielectric has to 
be very dense with low leakage currents and sufficiently high break-
down strengths. Third, the overall performance and stability should 
be sufficient for the targeted application (that could be an interesting 
point in the case of automotive industry driven applications). And 
last but not least, the fabrication process should be compatible with 
large-area processing on flexible substrates, thus arguing for printing 
and large-area evaporation techniques.

Low-Voltage OTFTs
Reducing the threshold voltage and also the subthreshold swing is 
essential for operating OTFTs at low-voltage levels. When combined 
with very low gate leakage currents, OTFTs may also become a key 
element in high-end sensor applications, such as flexible touchpads 
and screens or thermal imaging tools for night vision, surveillance, or 
for the detection of undesired heat loss paths in buildings.

The aforementioned transistor parameters critically depend on 
not only the thickness and the dielectric properties of the gate insula-
tor, but also the trapped charge densities at the interface between 
these materials.33 The selection of semiconductors and gate insulators 
with excellent interface properties is currently the challenge in the 
quest for improving the performance of OTFTs.

Figure 4.23a shows the structure of low-voltage organic transistors 
with high dielectric constant (high-k) oxide–polymer nanocomposites. 
Al2O3 or ZrO2 was chosen as high-k dielectric materials, combined with 
poly-alpha-methylstyrene (PαMS) or poly-vinyl-cinnamate (PVCi) to 

50 nm Au

Source Drain

50 nm Al

PVCi or PαMS
50 nm Pentacene

Substrate

Al-Gate-Electrode

ZrO + PαMS

Pentacene + PαMS

Gold-S/D-Electroden
200 nm

Al2O3 or ZrO2

Nanocomposite

Gate

Substrate

(a) (b)

FIGURE 4.23 (a) Architecture of low-voltage OTFTs based on a high-k nanocomposite 
gate dielectric and pentacene as the organic semiconductor. (b) Transmission 
electron microscope (TEM) image of a lamella cut by focused ion beam from a 
device similar in architecture to that of (a). (Figure 4.23a from Ref. 35. Copyright 
Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.)
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form a smooth and dense nanocomposite gate dielectric.35 Pentacene is 
used as the organic semiconductor material, the gate electrode is based on 
Al, while Au source and drain electrodes are employed. For the substrate 
glass or PET film, Melinex is used. The devices are fabricated according 
to the following procedure: the gate is formed by thermal evaporation of 
aluminum through shadow masks on a glass or PET substrate and the 
metal-oxide layer is fabricated by reactive sputtering of Al or Zr under 
high vacuum condition. Prior to the active organic semiconductor, a thin 
layer (~ 5 to 20 nm) of an appropriate hydroxyl-free polymer (PαMS or 
PVCi) was applied to the metal-oxide dielectric layer by spin-coating, 
thus forming a dense metal-polymer nanocomposite double layer as 
gate dielectric. Finally, for completion of the transistor device, 50 nm of 
pentacene is applied by thermal evaporation and structured via shadow 
masks at a rate of 0.1 nm/min and a substrate temperature of TS = 25°C.

According to variable spectroscopic ellipsometry measurements 
done on the as-produced nanocomposite gate dielectrics but fabri-
cated on silicon wafers, the measured layer thickness and optical con-
stants can be modeled only if a mixed structure with club-shaped 
metal-oxide crystallites and interspaces filled by the polymer is 
assumed.34 The club-shaped metal-oxide film growth with interspaces 
is clearly seen in the TEM micrograph (Fig. 4.23b).34

In Fig. 4.24 atomic force microscopy (AFM) images of a ZrO2/
PαMS nanocomposite gate dielectric-based transistor are displayed. 
The bare ZrO2 metal-oxide surface is displayed in Fig. 4.24a, the nano-
composite in Fig. 4.24b, and the pentacene layer grown on top of the 
nanocomposite dielectric in Fig. 4.24c. The AFM images clearly reveal 
that the rough (surface rms-roughness = 1.5 nm) and less dense ZrO2 
layer, which is composed of regularly clubbed grains (see Fig. 4.23b), 
smoothens by forming the nanocomposite (rms-roughness = 0.4 nm). 
The substrate roughness critically influences the growth dynamics of 
pentacene molecules on top of dielectric surfaces,36 grain sizes typically 
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FIGURE 4.24 Atomic force height images of (a) bare ZrO2 metal oxide surface, (b) the 
nanocomposite, and (c) pentacene grown on top of the nanocomposite. (From Ref. 35. 
Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.)
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increase with decreasing surface roughness. For rms-roughness values 
below 0.5 nm the pentacene morphology is characterized by dentritic 
crystallites of several microns height composed of well-separated 
monolayer-high terraces (see Fig. 4.24c). 

It turned out that the nanocomposite-pentacene interface is a 
much higher-quality interface than the SiO2-pentacene one showing 
up as (1) very low trap densities in the subthreshold region close to 
the theoretical limit (small swing or sharp turn-on), (2) low threshold 
voltages, (3) high charge carrier mobilities resulting in reasonably 
high drain currents at low voltages, and (4) low leakage currents 
resulting in high input impedance. In addition it can be shown (see 
Fig. 4.25) that the interface retains similar high quality if the whole 
device is fabricated on flexible substrates.35

The superior performance of pentacene transistors with high-k 
nanocomposite gate dielectrics is clearly indicated in the transfer 
characteristics shown Fig. 4.25 of a ZrO2/PαMS pentacene OTFT 
with a gate capacitance Ci = 120 nF/cm2 fabricated on PET. Note that 
in the on regime no hysteresis is evident between forward and back-
ward gate voltage sweeps. The off current, however, reveals the 
typical gate field behavior with a trianglelike hysteresis.37 The 
on/off ratio is deduced from the transfer characteristic Ids(Vgs) as 
Ion/off = 106 (Fig. 4.25) with the following definitions: Ioff = Ids(0 V) and 
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Ion = Ids(−3 V). The subthreshold swing defined as the inverse of 
the maximum slope of the current in the subthreshold regime is 
around S = 100 mV/dec in this device for forward sweep direction. 
From the square root dependence of the drain current as a function 
of the gate voltage, the threshold voltage VT is determined to be 
about VT = −1.3 V (Fig. 4.25), demonstrating that the device can be 
controlled and operated in the low-voltage regime, similar to penta-
cene OTFT devices based on TiO2 with a PαMS capping layer.38 It is 
interesting to mention that in all nanocomposite OTFTs the charge 
carrier mobility μ does not depend on the gate field for voltages 
above Vgs = -2 V, reaching values around μ = 0.4 − 1.2 cm2/(V ⋅ s). 
The high mobility values nicely correlate with the typical morphol-
ogy of the polycrystalline pentacene layers grown on the nanocom-
posite dielectric surface, where the very large size of the crystallites 
is related to a smaller density of transport hindered by grain bound-
aries (Fig. 4.24c). Finally the gate leakage current is below 1 × 10 −9 A, 
showing that the prepared transistors reveal a sufficiently high 
input impedance (in the GΩ regime) for sensor applications. 

Very nice performance is also obtained for OTFTs with Al2O3- 
based nanocomposites. In Fig. 4.26 gate dielectrics (6 nm Al2O3 + 10 nm 
PαMS) and top-contact source and drain electrodes, made by e-beam 
evaporation of gold via shadow masks, are shown. From the sub-
threshold characteristics at VD = −3 V of the as-produced OTFT, a sub-
threshold swing of about S = 100 mV/dec is extracted for the forward 
sweep of the gate voltage and an onset voltage Von = −1.2 V. The chan-
nel length of this device is L = 100 μm, and the charge carrier mobility 
at VG = −5 V is μ = 0.6 cm2/(V ⋅ s). These values emphasize the excel-
lent performance of the low-voltage pentacene-based OTFT, which 
easily can be operated in the range Vop < 3 V. Due to the very thin 
gate dielectric layer thickness the gate leakage is higher than that of 
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ZrO2-based layers, and consequently the input impedance is some-
what smaller (~150 MΩ @ VD = −3 V).

Therefore we also produced a thicker Al2O3 layer and, similar to 
the other device, a PαMS layer of about 10 nm, that resulted in an 
overall area-related gate capacitance of 80 nF/cm2. The output and 
subthreshold characteristics of this device are depicted in Fig. 4.27. 
The drain current level of this device is smaller than that of the one 
with thinner Al2O3 which is partly due to the smaller gate capacitance 
and partly due to the slightly worse pentacene morphology that results 
in a smaller charge carrier mobility of about μ = 0.2 cm2/(V ⋅ s). The 
other relevant parameters are Von = −1 V and S = 200 mV/dec and are 
extracted from the subthreshold characteristic displayed in Fig. 4.27. 
Clearly, the smaller gate leakage of ~1 to 2 × 10 −10 A results in an input 
impedance of the order of about 5 to 6 GΩ.

Integrated Sensor
The fully flexible pyroelectric sensor element shown schematically in 
Fig. 4.28a illustrates the potential of such OTFTs in new high-end 
applications of organic electronics.35 The sensing principle is based on 
the pyroelectric effect in a ferroelectric P(VDF-TrFE) copolymer. The 
sensor element is composed of a 2 μm thick pyroelectric P(VDF-TrFE) 
copolymer film that is fabricated by spin coating. The pyroelectric 
element is sandwiched between 70 nm thick Al electrodes directly 
integrated on glass or on a flexible PET substrate. The sensing capac-
itor is fabricated prior to the deposition of the OTFT, and both devices 
are integrated via the bottom electrode of the sensor serving as the 
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gate electrode of the OTFT. Figure 4.28a shows the scheme of the cir-
cuit, Fig. 4.28b a micrograph of an integrated optothermal sensor, 
and Fig. 4.28c a photo of the operation of such devices as an optother-
mal switch. 

When intensity-modulated light of an infrared laser diode and a 
modulation frequency of 0.01 Hz are impinging on the top electrode, 
the transistor is switched on with an on/off ratio over up to four 
decades, as revealed in Fig. 4.29.35 The on/off ratio depends on the 
threshold voltage and the input impedance of the OTFT; thus the large 
on/off ratio achieved here is a direct consequence of the superior tran-
sistor performance and the very small subthreshold swing, guarantee-
ing a sharp switch-on of the transistor. The on-off switching is stable 
over hours.35 Rather than a laser diode, a simple laser pointer can be 
used for the excitation with somewhat smaller on/off ratios. The sim-
ple preparation of the circuit element lends itself to easily scale up to 
array sensors useful for thermal imaging of infrared scenes.
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FIGURE 4.28 (a) Schematic view of the fully fl exible sensor circuit, (b) microscopic 
image of the integrated optothermal sensor element, and (c) photo of its 
operation as a light-activated switch. (From Ref. 35. Copyright Wiley-VCH Verlag 
GmbH & Co. KGaA. Reproduced with permission.)
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Apart from direct integration the readout characteristics of a 
pyroelectric sensor by an OTFT were also investigated, which is espe-
cially interesting in the context of comparing commercial PVDF foil 
sensors (having no direct integrated OTFT) with sol-gel-derived 
PVDF copolymer sensors. 

The drain current variations of the OTFT induced by the IR inten-
sity modulations of the laser diode on the PVDF-foil capacitor are 
shown in Fig. 4.30 (top) for VG = −0.5 V and in Fig. 4.30 (bottom) for 
VG = 0 V both recorded at a driving voltage VD = −3 V. The waveform 
of the modulations was square at VG = −0.5 V and sine at VG = −0 V, 
and in both cases the modulation frequency was 0.1 Hz. The switch-
ing behavior of the integrated IR sensor is quite stable as can be seen 
from the long-term cycle measurements plotted in Fig. 4.30. After 
about 1000 s (100 cycles) not only the ratio between off-and-on current, 
but also the absolute current values are completely stable. 

As can be extracted from Fig. 4.30, the modulated drain current 
reproduces the desired laser diode controlled switch-on/switch-off 
characteristic of the OTFT, which is driven from the off state at Ioff  = 
6 × 10 −10 A to the on state at Ion = 1 × 10 −7 A with a frequency of 0.1 Hz. 
Accounting for the measurement circuitry and the input impedance 
of the OTFT, this corresponds to an output modulation voltage of the 
sensor element of about Vsense;eff = ±1.5 V and a switch of the total gate 
voltage VG;tot from 1 to −2 V that is also confirmed by a comparison 
with the subthreshold characteristics depicted in Fig. 4.26. Note that 
the effective sensor output voltage Vsense;eff is much smaller than the 
value extracted by the parametric analyzer which is basically due to 
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from an intensity-modulated laser diode impinging on the element. (From Ref. 
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the fact that the input impedance of the OTFT is of the order of 
150 MΩ, which is significantly smaller than that of the parametric 
analyzer (1 GΩ).

If no voltage is applied from the analyzer sources, the OTFT is 
driven solely by the output voltage of the foil sensor element. In 
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consideration of the measurement circuitry and the input impedance 
of the OTFT itself, in that case the total gate voltage VG;tot varies from 
1.5 to −1.5 V, resulting in a variation of the drain current between Ioff = 
2 × 10 −10 A to the on state at Ion = 3 × 10-8 A. Due to the maximum 
negative VG;tot ~ −1.5 V compared to VG;tot ~ −2 V that is achieved, if an 
additional gate bias of −0.5 V is applied, the on current is somewhat 
smaller in this case. This is mainly due to the very steep transition 
from off-to-on state intrinsic to the Al2O3-based OTFTs, meaning that 
a small increase in the Vmod;eff can induce a significant increase in the 
on current level.

We have compared that to the output of a pyroelectric thin-film 
capacitor that is read out by an organic Al2O3-based OTFT similar to 
that of Fig. 4.27. This organic transistor device was connected to a 
pyroelectric PVDF-TrFE thin-film capacitor of 2 μm thickness, charac-
terized by a voltage sensitivity as depicted in Fig. 4.13 to form an 
integrated organic pyroelectric thin-film sensor. Stimulation of the 
sensor resulted in a periodic modulation of the drain current between 
off state at Ioff = 1 × 10 −10 A and on state at Ion= 4 × 10 −8 A that is shown 
to be stable at least over a period of 1 h (Fig. 4.30). 

Because the impedance of the sensor (2 GΩ) is significantly 
smaller than that of the OTFT (5 to 6 GΩ), only a small reduction of 
the voltage output Vsens is expected (Vsens;eff = 0.75Vsens), as soon as sen-
sor and OTFT are integrated. From an inspection of Figs. 4.27 and 
4.31, it is seen that Vsens;eff oscillates between -0.4 and -2.5 V, corre-
sponding to Vsens;eff ~ 0.7Vsens in the case of an integrated pyroelectric 
PVDF-TrFE thin-film sensor which is very close to the expected value. 
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To obtain an on-to-off output current ratio above 103 for the inte-
grated organic pyroelectric thin-film sensors, an OTFT with a sub-
threshold swing around 0.1 V/decade and an onset voltage around 1 V 
is needed. The results reported in the beginning of this section on the 
integrated optothermal device clearly meet the aforementioned spec-
ifications. 

Abbreviations and Acronyms

CPE constant phase element
DUT device under test
EC equivalent circuit
(O)FET (organic) fi eld-effect transistor
IS impedance spectrum
MIS metal-insulator semiconductor
MPP N, N′-Dimethyl-3,4,:9,10-perylenbis(carboximid)
OLED organic light-emitting diode
OPD organic photo diode
PVP polyvinylphenol
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5.1 Introduction
Remarkable advances in the development of chemical and biological 
sensors have occurred over the past 30 years.1–8 One of the major cur-
rent efforts focuses on development of low-cost field-deployable 
multianalyte sensors and sensor networks. Several organic-electronics- 
based thrusts within this effort, which are under different stages of 
development, are described in several chapters of this volume. The 
paradigm described in this chapter is that of photoluminescence (PL)-
based sensors with small-molecular organic light-emitting diodes 
(SMOLEDs) as the PL excitation source. As detailed below, such an 
OLED-based sensing platform is very promising. 
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PL-based chemical and biological sensors, which are often uti-
lized for monitoring a single analyte, are sensitive, reliable, and 
suitable for the wide range of applications in areas such as environ-
mental, medical, food and water safety, homeland security, and the 
chemical industry.1–8 The sensors are typically composed of an analyte- 
sensitive luminescent sensing component, a light source that excites 
the PL, a photodetector (PD), a power supply, and the electronics 
for signal processing. Recent compact light sources include diode 
lasers and LEDs,9 but their integration with the sensing element, 
microfluidic architectures, and/or the PD is intricate, and not nearly 
as simple and potentially low-cost as that of the OLED-based plat-
form. Based on the need and challenges, our goal is to develop a 
flexible, lightweight, compact, portable, and low-cost platform of 
sensor arrays, eventually miniaturized and usable for multiana-
lytes, in which the light source, the sensing component, and eventu-
ally a thin-film PD are structurally integrated in the uniquely simple 
design described below. Indeed, the results reported to date on the 
OLED-based platform are very promising for developing miniatur-
ized sensor arrays for the above-mentioned applications, including 
for high-throughput multianalyte analysis.10–20

This chapter reviews the recent advances in the development of such 
PL-based chemical and biological sensors, where an array of OLED 
pixels serves as the excitation source. This pixel array is structurally 
integrated with the sensing element to generate a compact, eventually 
miniaturized, sensor module. Advanced integration includes addition-
ally an array of p-i-n, thin-film PDs that are based on hydrogenated 
amorphous Si (a-Si:H), a-(Si,Ge):H, or nanocrystalline Si. Organic PDs 
are also suitable for this advanced structural integration. 

OLED attributes that are attractive for sensing applications 
include their simple and easy fabrication in any two-dimensional 
shape, including on flexible plastic substrates, their uniquely simple 
integration with a sensing component, and compatibility with micro-
fluidic structures. Additionally, OLEDs consist of individually 
addressable pixels that can be used for multiple analytes, they can be 
operated at an extremely high brightness, they consume little power 
and dissipate little heat, and their cost will likely drop to disposable 
levels.

SMOLEDs are typically fabricated by thermal vacuum evaporation 
of the small molecules; polymer OLEDs (PLEDs) are typically fabri-
cated by spin-coating or inkjet printing of the polymer-containing solu-
tions.21 They have dramatically improved over the past decade,22–26 and 
commercial products incorporating them are proliferating rapidly. 
Their inherent advantages include the ability to fabricate them on glass 
and flexible plastic;27 electrophosphorescent red-to-green OLEDs with 
external quantum efficiencies ηext > 17 %28 and blue OLEDs with ηext ≈
11% have been reported.25 They can be easily fabricated in sizes ranging 
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from a few square microns to several square millimeters, and pixels as 
small as 60 nm in diameter have been reported.29 These developments 
and their rapid commercialization present an opportunity to develop a 
new platform of integrated (micro)sensor arrays.

Figure 5.1 shows two examples of the envisioned integrated 
OLED-based sensing platform. Figure 5.1a demonstrates a simplified 
array operated in the “back detection” mode. That is, alternating 
OLED and thin-film PD pixels are fabricated on one side of a com-
mon substrate. The sensor component is fabricated on the opposite 
side of that substrate, or on a separate substrate that is attached back-
to-back to the OLED/PD substrate. The OLED’s electroluminescence 
(EL) excites the PL of the sensing component, which is then monitored 
by the PD pixels located in the gaps between the OLED pixels. In mea-
suring analyte-induced changes in the PL intensity I, suitable measures 
to reduce interfering light, such as optical filters (not shown) above the 
OLED (e.g., a bandpass filter) and PD pixels (e.g., a long-pass filter), 
will be needed. Such measures will minimize the contribution of the 
long-wavelength tail of the EL and that of background light monitored 
by the PD. They are particularly essential when the Stokes shift 
between the absorption and emission of the analyte-sensitive com-
ponent is small. However, as shown later, by pulsing the OLED, 

OLED OLED OLED OLED

Sensing component

Transparent substrate 

Thin film-based photodetector

PD PD PDOLEDOLED

Glass

Thin film-based PD
Transparent cover

Microfluidic
wells/channels

(b)

(a)

FIGURE 5.1 Simplifi ed (not to scale) structural integration of three components 
of a PL-based sensor: OLED excitation source, sensing component, and a thin-
fi lm PD. (a) “Back detection” mode with the OLED and PD pixels on one side of a 
common substrate and (b) “front detection” mode with the sensing component 
between the excitation source and the PD arrays. Optical fi lters or other means 
of reducing interfering light are not shown. (Figure 5.1a reprinted from Ref. 18. 
Copyright 2006, with permission from Elsevier.)
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analyte-induced changes in the PL decay time τ can be measured dur-
ing the off period of the OLED to monitor specific analytes; this approach 
eliminates the need for such filters. Figure 5.1b shows an array operated 
in the “front detection” mode, where the PD array is fabricated on a 
separate substrate and placed in front of the analyte. As such, the PD 
array can serve as a cover for microfluidic wells or channels containing 
surface-immobilized or solutions of recognition elements. In both cases, 
compact arrays with flexible designs can be generated to address the 
various sensing needs whether in the gas or liquid phase.

In developing the OLED sensing platform, we focused first on 
OLED/sensing component integration, to generate the compact sen-
sor module. As detailed below, this module was evaluated for moni-
toring various gas- and liquid-phase analytes, including multiple 
analytes in a single sample. The second step was directed toward 
advanced integration with additionally a PD. 

5.2  Structurally Integrated OLED/Sensing Component 
Modules

The OLEDs used for the platform development consist of a transparent 
conducting anode, typically indium tin oxide (ITO) coated on a glass or 
plastic substrate, organic hole- and electron-transporting layers (HTLs 
and ETLs, respectively), an emitting layer, and a metal cathode.30 They 
are easily fabricated using thermal evaporation in a low-vacuum (~1 ×
10–6 torr) glove box. Details on their fabrication and encapsulation, for 
enhanced long-term stability, are provided elsewhere.13–17 The organic 
layers consisted of a 5 nm thick copper phthalocyanine (CuPc) hole 
injecting layer, which is also believed to reduce the surface roughness 
of the ~140 nm thick treated ITO,31 and a 50 nm thick N,N’-diphenyl-
N,N’-bis(1-naphthyl phenyl)-1,1’-biphenyl-4,4’-diamine (NPD) HTL. 
For blue OLEDs, with peak emission at ~460 to 470 nm, the 40 nm thick 
emitting layer was 4,4’-bis(2,2’-diphenylvinyl)-1,1’-biphenyl (DPVBi), 
or perylene (Pe)-doped 4,4’-bis(9-carbazolyl) biphenyl (Pe:CBP),32 typi-
cally followed by a 4 to 10 nm thick tris(quinolinolate) aluminum (Alq3)
electron transport layer. For green OLEDs with peak emissions at ~535 
and ~545 nm, the ~40 nm thick emitting layer and ETL were Alq3 and 
rubrene-doped Alq3, respectively. In all cases, an 8 to 10 Å CsF or LiF 
buffer layer was deposited on the organic layers,33, 34 followed by the 
~150 nm thick Al cathode. The total thickness of the OLEDs, excluding 
the glass substrate, was thus < 0.5 μm. Under forward bias, electrons 
are injected from the low-workfunction cathode into the ETL(s). Simi-
larly, holes are injected from the high-workfunction ITO into the 
HTL(s). Due to the applied bias, the electrons and holes drift toward 
each other and recombine in the emitting layer. A certain fraction of the 
recombination events results in radiative excited states. These states 
provide the EL of the device. 
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Recent developments demonstrated the viability of the structurally 
integrated OLED array/sensing film, where these components are fab-
ricated on two separate glass slides that are attached back-to-back. This 
geometry is unique in its ease of fabrication, and it eliminates the need 
for components such as optical fibers, lens, and mirrors, resulting in a 
compact and potentially very low cost OLED/sensor film module, 
whose ~2 mm thickness is determined by that of the substrates.10–18

Additionally, the nearly ideal coupling between the excitation source 
and the sensor film enables operation at relatively low power, which 
minimizes heating that is a critical issue for sensor materials and ana-
lytes involving heat-sensitive bio(chemical) compounds. 

The PD, usually a photomultiplier tube (PMT) or a Si photodiode, 
is typically positioned either in front of the sensing film (“front detec-
tion”) or behind the OLED array (”back detection”). In the latter con-
figuration, the PD collects the PL that passes through the gaps 
between the OLED pixels. As the PD is not structurally integrated 
with the other components, in this configuration the OLED array is 
sandwiched between the PD and the sensing component, unlike the 
envisioned structure of Fig. 5.1a, where the OLED and PD pixels are 
fabricated on the same side of a common substrate. The resulting sen-
sor probe, which includes the OLED array, the sensor film, and the 
PD, is very compact when using, e.g., a surface-mount Si photodiode, 
which is < 2 mm thick. 

The OLED pixel array enables fabrication of a new platform of 
compact multianalyte sensor arrays. The pixels are individually 
addressable and can be associated with different sensor films, and their 
emission can vary from single color (at any peak wavelength from 
380 to 650 nm) to multicolor combinatorial arrays.31, 35, 36 As the volume 
of manufactured OLEDs increases, they will eventually become dis-
posable. Thus, the development of OLED-based field-deployable, 
compact, low-cost, user-friendly, and autonomous chemical and 
biological sensor arrays is promising.

5.3 Sensors Based on Oxygen Monitoring
In the examples provided below, typically 2 to 4 OLED pixels, 2 × 2 
mm2 each, were utilized as the excitation source; 0.3 × 0.3 mm2 pixels 
were also successfully employed. Importantly, the OLEDs were often 
operated in a pulsed mode, enabling monitoring of the effect of the 
analytes not only on the PL intensity I, but also on the PL decay time τ.
The τ-based detection mode is advantageous since moderate changes 
in the intensity of the excitation source, dye leaching, or stray light 
have essentially no effect on the measured value of τ. Thus, the need 
for a reference sensor or frequent sensor calibration is avoided. Addi-
tionally, as τ is measured during the off period of the OLED, no filters 
are needed to block any OLED light from the PD, and the issue of 
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background light stemming from the tail of the broad EL band is 
practically eliminated. 

5.3.1  Advances in Monitoring Gas-Phase 
and Dissolved Oxygen

The first effort to develop the OLED-based sensor platform focused 
on O2 sensors, which command a large commercial market.37 The 
well-known method for monitoring gas-phase and dissolved O2 (DO) 
is based on the collisional quenching of the phosphorescence of 
oxygen-sensitive dyes such as Ru, Pt, or Pd chelates by gas-phase O2
and DO. In a homogeneous matrix, the O2 concentration can be deter-
mined ideally from changes in I under steady-state conditions or 
from τ using the Stern-Volmer (SV) equation

I0/I = τ0/τ = 1 + KSV[O2] (5.1)

where I0 and τ0 are the unquenched values and KSV is a temperature- 
and film-dependent constant.

Although this PL-based sensing is well established, extensive 
studies of optical O2 sensors are still continuing in an effort to 
enhance the sensors’ accuracy, reliability, limit of detection, and 
operational lifetime; reduce their cost and size, and develop an O2
sensor for in vivo applications.38 The large market for O2 sensors is 
also an incentive for continued research in the field. The low-cost 
field-deployable, compact oxygen sensors will therefore be very 
attractive for the various biological, medical, environmental, and 
industrial applications.37–40

Among the structurally integrated OLED/dye-doped O2 sensor 
film modules evaluated to date, those based on Pt and Pd octaethyl-
porphyrine (PtOEP and PdOEP, respectively), embedded in poly-
styrene (PS) and excited by Alq3-based OLEDs, exhibited the highest 
sensitivities.17 Their dynamic range and sensitivity, defined as Sg ≡
τ0/τ(100% O2) in the gas phase and as the ratio SDO of τ measured in 
a deoxygenated solution to that of an oxygen–saturated solution, 
from 0 to 60°C, are comparable to the best O2 sensors reported to date. 
This demonstrates the viability of the platform for high-sensitivity 
monitoring. 

The linear SV relation was confirmed for DO monitored by dyes 
in solution.41 It was observed also for the solid [DPVBi OLED]/[Ru 
dye sensor film] matrix,17 and as seen in Figs. 5.2 and 5.3 for DO 
measurements with the oxygen-sensitive dyes embedded in a PS 
film. The pulse width used for obtaining the data shown in Figs. 5.2 
and 5.3 was 100 μs. We note that SDO ~14 of DO in water measured 
with the OLED-based sensors is among the highest reported for 
PtOEP:PS. 
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Deviations of SV plots from linearity are common, as shown in 
Figs. 5.4 and 5.5, which show such plots of PtOEP- and PdOEP-based 
gas-phase sensors. Changing the preparation conditions of the sens-
ing film can affect the linearity of the SV plot.

For the results shown in Fig. 5.4, the [Alq3 OLED]/[PtOEP:PS] sen-
sor module was turned on once every 24 h, and τ was determined vs. 
the O2 level, which varied from 0 to 100%. In this pulsed mode, the 
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FIGURE 5.2 Calibration line for a PtOEP-based DO sensor at 23°C.
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FIGURE 5.3 Calibration line for a PdOEP-based DO sensor at 23°C.
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OLED bias pulse amplitude was 20 V, its width was 100 μs, and its 
repetition rate was 25 Hz; τ was determined by averaging the PL 
decay curves over 1000 pulses. As clearly seen, the SV plots deviate 
from linearity, and the sensitivity decreased slightly from ~40 on day 
1 to ~37 on day 30, with the main changes occurring at high O2 levels. 
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FIGURE 5.4 Stern-Volmer plots of a gas-phase O2 sensor obtained at 23°C
using an [Alq3 OLED]/[PtOEP-doped PS fi lm] sensor module measured daily 
for 30 days. The fi lm was prepared by drop casting a solution containing 
PtOEP:PS at a ratio of 1:15. 
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FIGURE 5.5 The SV plot at 23°C of a PdOEP-based gas-phase O2 sensor 
excited by a rubrene-doped Alq3 OLED.17 The sensing fi lm was prepared by 
drop-casting; it is doped with TiO2 particles. The SV plot is linear up to ~40% 
O2. (Reprinted from Ref. 17. Copyright 2007, with permission from Elsevier.)



 Progress and Challenges in OLED-Based Chemical and Biological Sensors 173

The results indicated that the overall accuracy was generally ±0.5%.
Over a testing period of 30 days, τ measured in air using the Alq3/
PtOEP:PS module gradually decreased from 20.2 ± 0.1 to 19.7 ± 0.05 μs. 
Hence, the relative error decreased from ~0.5 to ~0.25% over this 
period. These measurements, and others, demonstrated that these 
sensor module lifetimes are well over 30 days.

The results shown in Fig. 5.5 are for a film doped with PdOEP 
and 360 nm diameter titania (TiO2) particles.42 Such doping enhances 
the PL of the O2 sensing films. When excited by an OLED, the dye PL 
intensity increases up to ~10-fold, depending on the TiO2 concentra-
tion and the excitation source. The enhanced PL is attributed to light 
scattering by the embedded TiO2 particles, due to their high n ~ 2.8 
index of refraction relative to that of the polymer matrix (n ~ 1.5), and 
possibly by voids in the film, whose n = 1 is much lower than that of 
the matrix. The particles and voids scatter the EL, increasing its opti-
cal path and consequently its absorption and the PL. The particles can 
also result in an increase in the PL outcoupling, reducing waveguid-
ing to the film edges.

As an example of the effect of additionally doping the sensor film 
with titania, Figs. 5.6 and 5.7 show the effect of the particles on the 
gas- and liquid-phase PL decay curves of PtOEP:PS and PdOEP:PS 
excited by the Alq3 OLED in 100% Ar and O2 environments at room 
temperature. 
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FIGURE 5.6 The gas-phase PL decay curves in Ar and O2 for PtOEP:PS with 
titania doping (higher intensities) and without it (lower intensities); the 
exponential fi tting (for Ar) and biexponential fi tting (for O2) are also shown. 
(From Ref. 42. Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with 
permission.)
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The strong enhancement in the PL intensity is clearly seen. It improves 
the signal-to-noise S/N ratio, without any change in the response time or 
the long-term stability of the sensor films. The TiO2 particles, however, 
affect τ, independently of their concentration above 1mg/mL. 

The improved S/N improves the analyte limit of detection (LOD), 
shortens the data acquisition time, and reduces the needed excitation 
intensity. This reduces potential dye photobleaching and increases 
the exciting OLED lifetime. 

The PL intensity could be further increased by using additionally 
Al mirrors to back-reflect the EL into the sensor film. Figure 5.8 shows 
such an example. 

Preliminary results indicated also that films made of blended 
polymers may be of value. As an example, as shown in Fig. 5.9, blend-
ing PS with poly(dimethylsiloxane) (PDMS) resulted in an increased 
PL intensity. This may be a result of enhanced light scattering within 
the blended film associated with its microstructure. The PS:PDMS 
films are expected to result in improved LOD due to enhanced per-
meability to O2; PDMS is more permeable to O2 in comparison with 
PS, which is only moderately permeable to it. 

The foregoing results indicate that different OLED/sensor films 
modules can be used for monitoring O2 over different ranges of con-
centration, some (e.g., depending on the PS:dye ratio, or film thickness) 
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with linear 1/τ vs. [O2] calibrations. Thus, OLED/sensing film arrays, 
which are simple to fabricate and are of small size, are particularly 
promising for real-world applications. The use of such arrays will 
additionally improve the accuracy in analyte monitoring via redun-
dant measurements. For example, one such simple array could com-
prise two sensing films: a 1:10 PtOEP:PS film that exhibits near linear 
SV plot over the whole 0 to 100% range (data not shown), which would 
be excited by Alq3 OLED pixels, and a PdOEP:PS film, that is very sen-
sitive to low levels of O2 and exhibits a linear behavior up to ~40% O2
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FIGURE 5.8 Effect of the titania dopant embedded in the PS fi lm and Al mirrors on 
the PL decay of (a) PtOEP:PS and (b) PdOEP:PS fi lms in water in equilibrium with Ar 
(~0 ppm DO). The fi lms were prepared by drop-casting 60 μL of toluene solution 
containing 1 mg/mL TiO2, 1 mg/mL dye, and 50 mg/mL PS. (See also color insert.)
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(Fig. 5.5), which would be excited by rubrene-doped Alq3 OLED pixels.  
The arrays of mixed OLED pixels can also include adjacent blue and 
green pixels based on, e.g., DPVBi or Alq3, respectively. Such pixels will 
enable the use of Ru dye- or PtOEP- and PdOEP-based sensors, respec-
tively. Such a mixed array of blue OLEDs (peak EL at ~460 nm) and 
green OLEDs (peak EL at ~530 nm) is shown in Fig. 5.10.

In such arrays, typically 2 to 4 pixels excite a given sensing film. 
Thus, through consecutive or simultaneous excitation of such small 
groups of OLED pixels, O2 can be detected by different sensing films 
that exhibit linear calibration plots and sensitivities suitable for dif-
ferent ranges of O2 levels. This approach provides the basis for sensor 
(micro)arrays for multianalyte detection, including using an array of 
OLEDs emitting at various wavelengths. Such arrays were recently 
fabricated using combinatorial methods.35, 36

In summary, the example of the O2 sensor demonstrates that the 
use of OLEDs’ as excitation sources in PL-based chemical sensors is 
promising. The ease of OLED fabrication and OLED/sensing compo-
nent integration result in compact modules, which are expected to be 
inexpensive and suitable for real-world applications. The example of 
oxygen sensing demonstrates the advantageous decay time detection 
mode. The results also demonstrate the promise of the OLED pixel 
platform for developing sensor arrays for multiple analyses of a sin-
gle analyte or for detection of multiple analytes, as shown next. In 
evaluating the OLED-based platform for oxygen sensing, a new 
assessment of PtOEP-based sensors in terms of PtOEP aggregation 
and the effects of film composition and measurement temperature on 
the PL lifetime was obtained.17

We note that OLED-based O2 sensors are currently evaluated for 
potential commercialization. The main issues that face such devices are 
the OLED’s long-term stability and large-scale availability. Figure 5.11 
shows a structurally integrated OLED/PtOEP:PS/Si photodiode sen-
sor operating in the back detection geometry.

FIGURE 5.10  Mixed OLED platforms of green (outer four pixels in the arrays) and 
blue OLEDs. The array on the right is encapsulated. The pixel size is 2 × 2 mm2.
(See also color insert.)
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5.3.2 Multianalyte Sensing 
Sensor arrays for detection of multiple analytes in a single sample
have been reported extensively. The sensing transduction mecha-
nisms included electrochemical,43, 44 piezoelectric,45, 46 electrical resis-
tance,47, 48 and optical.49–55 Such wide-range studies are driven by the 
need for high-throughput, inexpensive, and efficient analyses of com-
plex samples. Sensor arrays are often fabricated by using photoli-
thography and soft lithography;44, 48, 56–58 inkjet, screen, and pin print-
ing;59 and photodeposition.49, 60, 61 These techniques frequently involve 
labor-intensive multistep fabrication and require sophisticated image 
analysis and pattern recognition codes, which often require relearn-
ing. The use of OLEDs as single- or multicolor excitation sources in 
sensor (micro)arrays would drastically simplify fabrication, minia-
turization, and use of the PL-based sensors for sequential or simulta-
neous monitoring of multiple analytes in a single sample.

As mentioned, the OLED-based arrays are unique in their ease 
of fabrication and integration of the excitation source with the sens-
ing component. The excitation source of individually addressable 
OLED pixels can be based on a single-color OLED or possibly on 
multicolor pixels fabricated in a combinatorial approach that results 
in adjacent OLED pixels that emit at wavelengths ranging from blue 
to red.35 OLED pixels of nanometer size, reported recently,29 should 
be suitable for future sensor micro/nanoarrays for a wide range of 
applications.

The OLED-based multianalyte sensor for DO, glucose, lactate, and 
ethanol, all present in a single sample, was based on the successful 

FIGURE 5.11 Top view of a structurally integrated OLED/sensor fi lm/PD 
probe in a back detection geometry. (See also color insert.)
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integration of the OLED/O2 sensor. This multiple bioanalyte sensor is 
obviously important for various clinical, health, industrial, and envi-
ronmental applications. 

The glucose, lactate, and ethanol sensing methods were similar, 
so we describe the method for glucose only. The glucose level was 
determined from the DO level following the enzymatic oxidation of 
glucose by glucose oxidase (GOx) (the GOx was embedded in a thin 
sol-gel film or dissolved in solution):

 glucose + O2 + GOx → H2O2 + gluconic acid (5.2)

Hence, in the presence of glucose, the PL quenching of the O2-
sensitive dye is reduced (i.e., I and τ increase) due to O2 consumption 
during the enzymatic oxidation.13, 16, 62, 63 A similar reaction in the pres-
ence of lactate oxidase (LOx) or alcohol oxidase (AOx) results in lac-
tate or ethanol oxidation, respectively.

The multianalyte measurements were performed in sealed cells, 
since the DO in such cells could not be replenished from the air, and, 
consequently, its final level yielded the initial analyte level directly. 
Indeed, the responses from cells open to air were more complex, 
clearly due to such replenishment.16 The O2-sensitive dye, embedded 
in a PS film, was deposited on the bottom of the reaction cells. Each 
cell contained a buffered solution of GOx, LOx, or AOx. The total 
volume of each cell was 100 to 200 μL.

Measurements in sealed cells also resulted in a low LOD of ~0.01 
to 0.02 mM for glucose, lactate, and ethanol. In our previous studies 
on the OLED-based glucose sensor, the GOx was embedded in a sol-
gel film, rather than dissolved in solution. The sol-gel film was depos-
ited on the PtOEP:PS film, and the monitored sample was simply 
dropped on the sol-gel film. While the dynamic range was a much 
higher 0 to 5 mg/mL, the LOD was also higher. In reports on other 
PL-based glucose sensors, the excitation sources have included Ar+

lasers (operated at 20 to 40 mW), Hg lamps, or a fluorimeter with a 
150 W Xe lamp light source.4, 62, 63 The glucose concentration cGl was 
usually monitored via changes in I.

The OLED sensor array was assembled in a back-detection geom-
etry and operated in the τ mode. The analytes were monitored both 
sequentially, using a single PD, and simultaneously, using a compat-
ible array of Si photodiodes. The sequential and simultaneous modes 
yielded similar results. Calibration curves were obtained by using a 
modified SV equation suitable for these analytes in sealed cells, where 
there is no supply of DO beyond the initial concentration. The modi-
fied SV equation was based on the following considerations: Let the 
initial analyte, initial DO, and final DO levels be [analyte]initial,
[DO]initial, and [DO]final, respectively. Then if 

 [analyte]initial ≤ [DO]initial  (5.3)
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and all the analyte is oxidized, then 

 [DO]fi nal = [DO]initial – [analyte]initial (5.4)

This leads to the modified SV relation

 I0/I = τ0/τ = 1 + KSV × ([DO]initial – [analyte]initial) (5.5)

Therefore, 1/τ vs. [analyte]initial will ideally be linear with a slope 
equal to –KSV, which, as expected, was found to be film-dependent. 
Equation (5.5) is also valid for containers open to air, if the oxidation 
of the analyte [Eq. (5.2)] is much faster than the rate at which gas-
phase oxygen diffuses into the solution.

The results shown below and published elsewhere64 were in excel-
lent agreement with Eq. (5.5). And although that equation appears to 
limit the dynamic range to [DO]initial ~ 8.6 wt ppm ~ 0.25 mM in equi-
librium with air at 23°C, it is only the dynamic range in the final test 
solution, which may be diluted. Thus, through dilution, the actual 
dynamic range is wider and covers the concentration range of the 
various applications.

Figure 5.12 shows the schematic of the OLED array designed for 
simultaneous monitoring of four analytes. The OLED pixels are 
defined by the overlap between the mutually perpendicular ITO and 
Al stripes. There is no crosstalk between the OLED pixels; 5 × 5 mm2

Si photodiodes were assembled in an array compatible with the 
OLED pixel array and placed underneath it. The reaction cells, whose 
base is the PtOEP:PS film, were on top. Three of these reaction cells 
contained each an enzyme that specifically catalyzes the oxidation of 
one of the analytes. 

ITO anode

Al cathode
OLED pixel 

FIGURE 5.12 Schematic of the OLED array designed for simultaneous 
monitoring of four analytes. The vertical lines are the ITO anode stripes, and 
the horizontal lines are the Al cathode stripes. The (square) OLED pixels are 
defi ned by the overlap between the ITO and the Al stripes. (Reprinted from 
Ref. 64. Copyright 2008, with permission from Elsevier.)
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Figure 5.13 shows the calibration lines of 1/τ  vs. analyte concen-
tration for ethanol, glucose, and lactate. Data of both consecutive and 
simultaneous measurements are presented. In the consecutive mea-
surement, comparable concentrations of the three analytes in a mix-
ture were monitored with a single PD. In the simultaneous measure-
ment, calibration lines using single analytes were first generated, and 
the analyte mixtures were then monitored simultaneously using a PD 
array. As seen, though different sensor films generate somewhat dif-
ferent calibration lines, Eq. (5.5) and the assumptions associated with 
it are confirmed, and both approaches using the OLED array result in 
an LOD of ~0.02 mM.

For comparable sensor films, the data for all three analytes are 
presented by a single line, with τ being independent of the analyte, 
whether glucose, lactate, or ethanol, due to the similar oxidation reac-
tions and the actual monitoring of the DO level. Yet only the analyte 
corresponding to the oxidase enzyme in any given solution affects τ;
i.e., there is no interference between the analytes. For example, in the 
solution containing LOx and any combination of 0.15 mM or 0.35 mM
ethanol or glucose, 0.1 mM lactate yielded 45.3 ≤ τ ≤ 46.1 μs, and 0.2 mM
lactate yielded 68.0 ≤ τ ≤ 69.1 μs. Note that that the data points deviate 
by < 2% from the best-fit line, i.e., the predicted values. 
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FIGURE 5.13 1/τ vs. analyte concentration for ethanol, glucose, and lactate 
for different sensor fi lms. The open symbols represent a consecutive 
measurement, where comparable concentrations of the three analytes in a 
mixture were monitored with a single PD. The gray symbols show the 
monitoring of single analytes (glucose and lactate) to generate a calibration 
curve. The black symbols represent simultaneous measurement of glucose 
and lactate with all three analytes in a single sample, using an array of PDs. 
(Reprinted from Ref. 64. Copyright 2008, with permission from Elsevier.)
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To summarize, the results show that the use of the compact 
OLED-based sensor array is a viable approach for simultaneous mon-
itoring of these multiple analytes. To reduce the array dimensions 
further, efforts are underway to integrate thin-film amorphous or 
nanocrystalline Si photodiode arrays with the OLED/sensing ele-
ment arrays.18 Some of these efforts are reviewed in Sec. 5.5. 

5.3.3 Sensors for Foodborne Pathogens
Control of food pathogens at the various stages of food processing, 
transport, and distribution remains a challenge. As an example, reme-
diation of Listeria monocytogenes, a ubiquitous foodborne bacterium 
typically associated with postprocessing contamination of ready-to-
eat meats, has been studied extensively,65 with more recent work 
focused on developing novel naturally produced antimicrobials,66

addressing consumer demand to minimize synthetic chemicals in 
food processing. Concurrently, there is a need for compact and reli-
able field-deployable sensors that will monitor such pathogens.

Compounds derived from bacteria, such as the iron-chelating sid-
erophores and bacteriocins, are among the potential natural candi-
dates to control food pathogens.67 Bacteriocins have received high 
consideration by the food industry;68, 69 however, only purified nisin, 
a polycyclic antibacterial peptide, is being allowed for use as a food 
preservative. The search for other natural compounds, with the 
potential to safely and easily obliterate food toxins, continues. 

Other environmental bacteria that may produce antimicrobial 
compounds are methanotrophs, i.e., aerobic methane-oxidizing bac-
teria. Methanobactin (mb) is a novel copper-binding chromopeptide 
recently isolated from different methanotrophs. DiSpirito, Shinar, 
and coworkers have recently obtained evidence regarding the Cu-
chelated mb’s (Cu-mb)70 bactericidal activity toward L. monocytogenes
and Bacillus subtilis,71, 72 a gram-positive bacterium commonly found 
in soil.71

In principle, the effect of Cu-mb on the bacteria can be studied by 
following the bacteria’s respiration. To that end, the antimicrobial 
activity of Cu-mb on the respiration of B. subtilis was studied by mon-
itoring DO in sealed containers using the OLED-based sensor. The 
B. subtilis, a nontoxic bacterium, is often used as a genetic model sys-
tem. The advantages of the OLED-based DO sensor for this applica-
tion are its compact size and flexible design and thus its potential use 
in food processing and packaging.

Figure 5.14 shows the effect of Cu-mb on the respiration and sur-
vival of ~5 mg/mL B. subtilis in the presence of glucose. As seen, the 
bacteria in a sealed container consume the DO in about 20 min, after 
which the DO level is reduced to 0 ppm; however, the bacteria sur-
vive. Upon addition of sufficient Cu-mb, the level of DO reduces 
faster to a constant level. In the presence of 250 μM Cu-mb, the level 
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of DO reached a constant level smaller than 2 ppm in ~15 min. In the 
presence of 500 μM Cu-mb, the level of DO reached a constant level of 
~4 ppm after ~10 min. These constant, non-zero DO levels, which 
remain in the solution, indicate obliteration of the bacteria by Cu-mb; 
this process is faster with increasing Cu-mb concentration, as expected, 
with a higher remaining level of DO.

The foregoing initial results on monitoring the state of B. subtilis
cultures using an OLED-based DO sensor demonstrate the potential 
power of a wide network of autonomous remote-controlled OLED-
based DO sensors, which would monitor foodborne pathogens and 
food spoilage at key processing, transport, and distribution points of 
the food industry. 

5.4 OLED Sensing Platform Benefits and Issues 
The foregoing review demonstrated the promise of the OLED-based 
platform for monitoring oxygen and other analytes that can be moni-
tored via oxygen. The advantages of the OLED arrays include their 
high brightness, design flexibility, and compatibility with glass or plas-
tic substrates and consequently with microfluidic architectures as well. 
Moreover, their fabrication is facile, and their integration with the sens-
ing elements is uniquely simple. Hence, they should eventually yield 
low-cost, miniaturized, field-deployable multianalyte sensor arrays for 
monitoring a wide variety of analytes. The continuing advances in 
OLED performance and their expanding commercialization will facili-
tate the realization of the OLED-based sensor platform.
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FIGURE 5.14 The effect of Cu-mb on the respiration and survival of 
~5 mg/mL B. subtilis bacteria. 
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The foregoing review also highlighted the advantages of operat-
ing PL-based sensors in the τ mode, as this mode eliminates the need 
for frequent sensor calibration, a reference sensor, and optical filters 
that block the EL from the PD. As the EL decay time of fluorescent 
OLEDs is typically < 100 ns, they are particularly suitable for pulsed 
excitation of oxygen-sensitive phosphorescent dyes, whose radiative 
decay time τrad is typically > 1 μs. Consequently, the PtOEP and 
PdOEP dyes, with a large PL quantum yield and τrad of ~100 and 
~1000 μs, respectively, were particularly rewarding. 

With absorption bands around ~380 and ~540 nm (the latter 
closely overlapping the EL of Alq3-based OLEDs) and PL peaking at 
~640 nm, the PtOEP and PdOEP dyes also have a large Stokes shift. 
This enables their use not only in the τ mode, but also in the I mode, 
as the EL tail at the PL band is minimal.

Another example of a successful OLED-based sensor is that of 
hydrazine, which is highly toxic and volatile, but a powerful mono-
propellant used in space shuttles.15 It is also a common precursor for 
some polymer synthesis, plasticizers, and pesticides. Due to its 
extreme toxicity, the American Conference of Governmental Indus-
trial Hygienists recommended that the threshold limit value (TLV) 
for hydrazine exposure, i.e., the time-weighted average concentra-
tion of permissible exposure within a normal 8 h workday, not exceed 
10 ppb in air.73 The OSHA recommended skin exposure limit is 
0.1 ppm (0.1 mg/m3), and the immediate threat to life is less than 
60 ppm.74

The hydrazine sensor is based on the reaction between N2H4 and 
anthracene 2,3-dicarboxaldehyde.15, 75 The reactants are not emissive, 
but the reaction product fluoresces around 550 nm when excited 
around 475 nm by, e.g., a blue DPVBi-based OLED; the signal is pro-
portional to the N2H4 level.

The OLEDs used for the N2H4 sensor were operated in a dc mode 
at 9 to 20 V, or in a pulsed mode at up to 35 V. The PD was a PMT. At 
~60 ppb, the PL was detected after ~1 min. Therefore, at ~1 ppb, the 
PL would be detected in ~1 h. Thus, this capability exceeds the OSHA 
requirements by a factor of ~80.

A third example of an OLED-based sensor on which preliminary 
evaluations have been reported is that of Bacillus anthracis, via the 
lethal factor (LF) enzyme it secretes.15 The need for a compact, low-
cost, field-deployable sensor for rapid, on-site detection of this bacte-
rium, which would eliminate the need to send samples for diagnosis 
to a remote site, is obvious. The detection of LF, which is one of the 
three proteins secreted by the live anthrax bacterium, is based on its 
property of cleaving certain peptides at specific sites.76–78 As the LF 
cleaves the peptide, which is labeled with a fluorescence resonance 
energy transfer (FRET) donor-acceptor pair, with the donor and 
acceptor on opposite sides of the cleaving site and the two cleaved 
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segments separate, the PL of the donor, previously absorbed by the 
acceptor, becomes detectable by the PD. 

A suitable peptide labeled with a rhodamine-based dye as the 
donor and a Molecular Probes QSY7 dark quencher as the acceptor 
was synthesized. Preliminary results using green ITO/CuPc/NPD/
Alq3/CsF/Al OLEDs yielded a maximal PL intensity increase of 
~100% at 37°C and ~ 40 μM peptide upon 15 min exposure to 25 nM
LF. This PL increase is low relative to that observed by UV laser exci-
tation,76 pointing to an issue associated with OLED excitation in con-
junction with the specific dye employed, which has a Stokes shift of 
only ~20 nm. Indeed, using a green inorganic LED with a 530 nm 
bandpass filter, and a 550 nm longpass filter in front of the PMT, the 
LF increased the PL six fold following peptide cleavage.79

To increase the change in the output of the PD resulting from 
cleavage of the peptide by LF, other donor-acceptor pairs are being 
examined, together with microcavity OLEDs that emit a much nar-
rower EL band. Other approaches to reduce the contribution of the 
EL tail, e.g., the use of crossed polaroids between the OLED and the 
PD,80 are also under investigation. 

5.5  OLED/Sensing Component/Photodetector 
Integration

We are currently developing a compact PL-based O2 sensor to evalu-
ate a fully integrated platform, where the PD is a p-i-n or n-i-p struc-
ture based on thin films of hydrogenated amorphous Si (a-Si:H) and 
related materials, or nanocrystalline Si (nc-Si).18 Similar to OLEDs, 
a-(Si,Ge):H-and nc-Si-based PDs are easily fabricated on glass or 
plastic substrates. 

The composition of the layers in the PDs was first chosen so as 
to minimize their sensitivity at the Alq3-based OLED EL (i.e., at 
~535 nm) and maximize it at the PtOEP and PdOEP emission bands, 
i.e., at ~ 640 nm. To this end, a-Si:H and a-(Si,Ge):H PDs were evalu-
ated by measuring their quantum efficiency (QE) vs. wavelength.18

The a-(Si,Ge) PDs are attractive due to their better match with the 
dyes’ PL, and lower response at the EL band. However, they are infe-
rior overall due to their higher dark current and lower speed.

In monitoring the oxygen concentration, using the thin-film PDs, 
via the I mode, a lock-in amplifier was used with a pulsed OLED. The 
detection sensitivity, however, was relatively low due to issues related 
to the PDs’ fabrication, and to an electromagnetic (EM) noise stem-
ming from the pulsed OLED and the device wiring when using the 
lock-in detection.

One PD-related issue was its high dark current. It was suspected 
that this issue is a result of boron diffusion from the p to the i layer 
during growth of p-i-n devices. To minimize this diffusion, a SiC 
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barrier layer was grown at the p-i interface. This indeed resulted in 
a decrease in the dark current, by about two orders of magnitude. 
An additional reduction by an order of magnitude was achieved by 
etching to generate a mesa structure. A reduced dark current in n-i-
p structures, where the p layer is grown last, further confirmed the 
suspected effect of B diffusion on the dark current. Reducing the 
dark current improved the response measured by the PD. This 
behavior is shown in Fig. 5.15. The response, however, strongly 
decreased with increasing pulse frequency at frequencies smaller 
than 5 kHz, which is currently not clear.

The PDs were further improved by using nc-Si based devices. 
The p layer in these devices was bandgap-graded SiC/a-Si/nc-Si for 
improved bandgap matching. Unlike the a-Si:H layer, the nc-Si 
layer was only lightly doped; the series resistance was reduced by 
post-growth anneal to diffuse boron into it from the a-Si:H layer. The
i layer was nc-Si. The speed of this device was the highest of all, ~250 μs, 
but still too slow for monitoring O2 in the τ mode.

Figure 5.16 shows SV plots obtained following the above men-
tioned recent improvements in the OLEDs and PDs. A detection sen-
sitivity Sg of ~7 was obtained with an Alq3 excitation source, a PtOEP:
PS film, and an n-i-p a-(Si,Ge)-based PD, in which boron diffusion 
from the p layer to the i layer was eliminated. A sensitivity of ~26 was 
obtained with a PdOEP:PS film. As seen in Fig. 5.16, a higher Sg ~ 47 
was achieved for an integrated sensor of [coumarin-doped Alq3
OLED]/[PdOEP-doped polystyrene sensor film]/[VHF-grown SiC/
a-Si/nc-Si (p+ layer):nc-Si (i layer) PD].
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FIGURE 5.15 The normalized response of VHF-grown PDs vs the LED pulse 
frequency. The p+ and i layers were a-Si/nc-Si/a-Si and a-Si, respectively. 
(Reprinted from Ref. 64. Copyright 2008, with permission from Elsevier.)
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The latter higher sensitivity was achieved in part by shielding 
the electromagnetic noise generated by the pulsed current through the 
OLED and wiring when using lock-in detection.81 In one approach, 
the shielding was achieved by placing a grounded ITO/glass, as 
shown in Fig. 5.17, over the OLED. This sensitivity is still lower than 
the sensitivity of the [Alq3-based OLED]/[PdOEP:PS] module 
obtained with a PMT, and the thin-film PD could only monitor O2 in 
the I mode (due to the PD’s slow speed), but it still demonstrates the 
potential ultimate success of the three-component integrated plat-
form. As the measurement of τ is beneficial over I, the development 
of the thin-film PDs focuses currently on obtaining a detailed under-
standing of the factors affecting their speed, in an attempt to shorten 
their response time.
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FIGURE 5.16 SV plots using unshielded and shielded structurally integrated 
O2 sensors: OLED/PdOEP:PS/thin fi lm Si-based PD. (Reprinted with permission 
from Ref. 81, “Integrated Photoluminescence-Based Sensor Arrays: OLED 
Excitation Source/Sensor Film/Thin-Film Photodetector,” SPIE 2007.)
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5.6 Concluding Remarks
Recent advances in the development of the OLED-based luminescent 
chemical and biological sensor platform were reviewed. The advan-
tages of this platform include its ease of fabrication, uniquely simple 
integration with the sensing elements, and consequent promise as 
a compact field-deployable low-cost monitor for various analytes. 
In addition, the OLEDs could be efficient light sources in sensor 
(micro)arrays for detection of multiple analytes in microfluidic 
architectures. 

The viability of the OLED-based platform was demonstrated for 
gas-phase and dissolved oxygen, hydrazine, and simultaneous moni-
toring of multiple analytes, such as mixtures of dissolved O2, glucose, 
lactate, and ethanol. Initial results on the structural integration of the 
OLED excitation source, the thin-film sensing element, and a Si-based 
thin-film PD were also reviewed. This effort is motivated by its poten-
tial to lead to badge-size monitors. 

For the sensors based on monitoring oxygen, the fluorescent 
OLEDs are operated in a pulsed mode. This enables their use not only 
in the PL intensity I mode, but also in the PL decay time τ mode, as τ
is determined by the analyte concentration. Since τ > 1 μs, it is much 
longer than the ~100 ns EL decay time τEL of typical fluorescent 
OLEDs. Indeed, even some phosphorescent OLEDs, where τEL ~ 1 μs,
can be used to excite the sensor films and monitor the O2 in the τ mode. 
This mode is strongly preferable over the I mode: (1) It removes the 
need for a reference sensor and frequent sensor calibration, since τ is 
independent of moderate changes in the sensing film, light source 
intensity, and background light. (2) It removes the need for optical 
filters that block the EL from the PD, as the PL decay curve of the O2
sensing dye is monitored after the EL is turned off. 

Some current and future efforts to enhance the OLED-based sen-
sor platform include these: (1) Applications of microcavity, stacked 
(tandem), and/or mixed layer phosphorescent OLEDs.82, 83 These 
would be brighter, more efficient, and longer-lived than the conven-
tional fluorescent OLEDs; the microcavity OLEDs’ narrow EL spectra 
could be tailored to the absorption spectrum of the sensing element, 
resulting in drastic improvement of the sensor platform. However, 
preliminary studies indicated, as expected, that the relatively thicker 
microcavity OLEDs require longer pulses to obtain the maximal EL 
and therefore PL (see Fig. 5.18). Increased PL intensity can improve 
the limit of detection; however, the use of longer pulses may adversely 
affect the OLED lifetime. (2) Development of the platform for various 
biological analytes, notably foodborne pathogens, which are a major 
ongoing issue in the global food supply chain. (3) Improvement of 
nc-Si-based PDs to shorten their response time and evaluation of 
organic PDs (OPDs) for integration with the OLED/sensor film mod-
ules, as Peumans et al. have demonstrated fast OPDs.84
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6.1 Introduction
In this chapter, we review the use of organic photodiodes (OPDs) as sen-
sitive photodetectors, and we compare their performance characteristics 
with conventional vacuum tube and solid-state detectors. Huge research 
efforts have been invested in organic light-emitting diodes, solar cells, 
and transistors, but organic photodetectors have received far less atten-
tion to date. Although they are structurally similar to organic solar cells, 
their performance criteria are quite different. Materials systems and 
device geometries that work well for solar energy applications may per-
form poorly when applied to photodetectors, yielding poor spectral 
characteristics, excessive noise, or sluggish response. Organic photode-
tectors should not therefore be viewed as a simple offshoot of existing 
solar cell research, but as technological devices in their own right with 
their own unique set of technical challenges. This chapter is written with 
this viewpoint in mind, and offers a tutorial-style introduction to organic 
photodetectors that is intended to provide an accessible starting point 
for the would-be OPD researcher. We review the fabrication and 
operating principles of OPDs and the preferred techniques for reading 
them electronically. We introduce the principal figures of merit for 
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photodetectors, and we investigate how OPDs match up against other 
technologies. Finally, we consider some promising application areas 
where OPDs look set to find important uses. Other unexpected applica-
tions are bound to emerge in the coming years, and in writing this chap-
ter, we hope to stimulate exactly this outcome by encouraging further 
research in this hugely important area.

The optical detector is one of the cornerstones of modern technology, 
and it plays a critical role in numerous applications including imaging, 
communications, data retrieval, proximity and motion detection, envi-
ronmental monitoring, and chemical analysis, to name but a few. In crude 
terms, optical detection can be divided into two broad categories: data 
communications (“data comms”), where light is used to carry an encoded 
signal, and sensing, where it is the properties of the light itself that are of 
interest. The frequency, intensity, and spectral characteristics of the optical 
signal vary tremendously from one application to the next. In fiber-optic 
communications systems, photodetectors are used to receive infrared (IR) 
signals at rates of up to 100 GHz. In optical disc drives, they retrieve data 
at up to 200 MHz by detecting visible laser light reflected from the pits of 
a spinning disc. They are also used in lower bandwidth applications, such 
as remote controls for electronic equipment, optical “trip switches” for 
home security systems, proximity detectors for motor vehicles, and 
orientation/position sensors in optical-mouse devices. In industry, pho-
todetectors play a critical role in process control where they are used to 
ensure the correct positioning of components, to monitor product 
throughput, and to provide real-time information for the feedback con-
trol of robotic systems. In chemical and biological analysis, they are used 
to monitor changes in absorption, fluorescence, chemiluminescence, or 
refractive index due to the presence of specific analytes. In environmental 
monitoring, optical detectors are used to determine the concentration of 
air- or waterborne particulates by monitoring the frequency of optical 
scattering events—a technique that can also be used to determine particle 
size via the autocorrelation of the scattering signal.

One-dimensional sensors based on arrays of CMOS photodiodes 
or charge coupled devices (CCDs) are used for optical-scanning appli-
cations and for optical detection in spectrographs. Two-dimensional
image sensors based on the same technologies form the basis of digi-
tal cameras and play a critical role in quality-assured manufacturing 
where (as the ‘‘eyes’’ of machine-vision systems) they are used to seek 
out defective products. IR-sensitive image sensors are used in night 
vision and thermographic imaging systems and even in on-board 
missile guidance systems. Two-dimensional amorphous selenium 
and silicon sensors, meanwhile, are rapidly replacing photographic 
film as the preferred detectors in X-ray imaging systems due to the 
immediacy of image replication, superior dynamic range, and easier 
archiving and data retrieval. 

The above examples cover just a small fraction of the uses for 
photodetectors, and in choosing which detector to use for a given 
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application, it is important to take into account both the optical 
demands of that application and wider issues relating to the circum-
stances in which the detector will be used. In data comms, the inten-
sity of the optical signal is usually quite high, and the speed of 
response tends to be the overriding consideration. In sensing applica-
tions, other issues such as sensitivity, linearity, dynamic range, and 
spectral range are often more important. In some cases, tolerance to 
harsh operating conditions may be required, including resilience to 
corrosive chemicals or extremes of temperature. In others, issues such 
as the size, weight, power consumption, or cost of the photodetectors 
may be important. It is rarely the case that a single technology will 
meet all of an engineer’s design criteria perfectly, and selecting a suit-
able detector frequently comes down to finding an acceptable com-
promise between many competing criteria.

It is for the above reasons that the emergence of a new detection 
technology is important. OPDs will offer their own mix of advantages 
and disadvantages, making them superior for some applications and 
inferior for others. It is likely that new applications will arise for which 
conventional detectors are either technically or commercially unsuited, 
opening up completely new technological opportunities. We shall 
speculate in later sections about what these opportunities might be, but 
we start by reviewing the main photodetectors in current use.

6.2 Conventional Photodetectors
Photomultiplier tubes (PMTs) are vacuum tube devices that use the 
photoelectric effect to convert photons to electrons (Fig. 6.1).1, 2

(a)

(b)

Photomultiplier tube (PMT)
DynodeFocusing

electrode

Light
photon

Scintillator

Incident
photon

Photocathode
Electrons Electrical

connectors

Anode

FIGURE 6.1 (a) Typical photomultiplier tube in vacuum housing. (b) Schematic of 
PMT, indicating current gain via secondary electron emission at dynodes. (Picture 
courtesy of wikipedia.)
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Incident photons strike a photocathode, which then emits electrons into 
the surrounding vacuum. The emitted electrons are directed by a focus-
ing electrode onto a series of electrodes known as dynodes that are held 
at successively higher potentials. When the electrons strike the dyn-
odes, secondary emission occurs, causing the number of electrons (and 
hence the current) to multiply rapidly. The cascade of dynodes gener-
ates a virtually noise-free gain that can exceed 1 million with a band-
width of more than 1 GHz. As a result, PMTs are an excellent choice for 
measurements that must be made at high speed or in low light levels.

Photodiodes are solid-state devices that are normally based on 
either p-n or p-i-n type architectures (Fig. 6.2).2 In a p-n junction, the 
absorption of photons with energy greater than the semiconductor 
band gap generates an electron in the conduction band and a hole in 
the valence band. A high electric field exists in the depletion layer of 
the p-n junction which drives the photogenerated electrons and holes 
in opposite directions toward their respective electrodes, from where 
they are then extracted into the external circuit in the form of a cur-
rent. The p-i-n devices behave in a similar way, except a lightly doped 
layer of near-intrinsic semiconductor is “inserted” between the p- and 
n-doped regions. This increases the width of the (high field) depletion 
layer and so increases the photoactive thickness of the device, result-
ing in improved efficiency. In addition, since the electric potential is 
dropped over a greater distance, the junction capacitance is reduced, 
which, as we will see later, allows for faster performance.

In normal operation, p-n and p-i-n photodiodes generate at most 
one electron-hole pair for every absorbed photon, but they can be made 
to exhibit internal gain if they are operated at sufficiently high reverse 
biases. In this mode of operation, the photogenerated electrons and 
holes collide with atoms in the semiconductor crystal, generating 
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FIGURE 6.2 (a) Typical Si photodiodes. (b) Band diagram of p-n type photodiode; the 
main photoactive region is defi ned by the high fi eld depletion zone which drives 
electrons and holes to the cathode and anode, respectively. (c) Band diagram of 
p-i-n type photodiode; the central intrinsic layer increases the thickness of the high 
fi eld region, resulting in an extended photoactive region and improved 
photosensitivity. The increased thickness also reduces the capacitance of the 
device, resulting in faster response. (Image (a) courtesy of Hamamatsu Photonics 
KK., All Rights Reserved.)
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secondary carriers which amplify the current; such devices are known 
as avalanche photodiodes or APDs (Fig. 6.3).3 The overall gain G is 
determined by the field-dependent impact ionization coefficients αn(E)
and αp(E), which represent the average distance traveled by an 
electron and hole before generating a new electron-hole pair via impact 
ionization. If the width of the depletion zone is W, it can be 
shown2, 4 that

G
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− −
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Unlike cascade processes in PMTs, impact ionization generates 
significant noise (although not nearly as much as would be intro-
duced by an equivalent external amplifier). This is so because the 
electron-hole pairs collide with the crystal atoms at random locations 
throughout the depletion zone and so undergo different amounts of 
multiplication. In a PMT, by contrast, gain occurs only at the discrete 
locations defined by the dynodes. The excess noise factor F in an APD 
is equal to2, 4
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This expression is largest when αn = αp in which case the noise fac-
tor is equal to the gain G (and there is thus no signal-to-noise benefit to 
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FIGURE 6.3 (a) Typical silicon avalanche photodiode. (b) Schematic indicating 
gain mechanism in an APD; under a strong applied bias, an electron or a hole 
collides with an atom of the lattice, creating an additional electron-hole pair.
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be derived from the internal amplification); F is minimized if either αn

or αp is equal to zero, in which case the noise factor reduces to 2. Intri-
cate device architectures have been developed to maximize the differ-
ence in the ionization coefficients and so approach the ideal situation 
F = 2 (which, for a typical gain of 100, would yield a 50-fold improve-
ment in the signal-to-noise ratio). The relative complexity of APDs and 
their stringent manufacturing requirements lead to high fabrication 
costs, with high-end avalanche photodiodes often selling for several 
thousand U.S. dollars.

Photoresistors (Fig. 6.4)2—also known as photoconductors or 
photoconductive cells—are closely related to photodiodes in the 
sense that they too use a semiconductor as the photoactive medium. 
However, unlike photodiodes, they contain no junction and so pro-
vide no driving force for charge separation in the absence of an 
applied electric field. The density of photogenerated charge and 
hence the photoconductivity increases in direct proportion to the 
intensity of incident light. Photoresistors are typically fabricated by 
a simple two-step process, in which a thick layer of photosensitive 
material such as CdS is first deposited onto a substrate, and inter-
digitated metal electrodes are then deposited by thermal evapora-
tion on top of the active layer. Photoresistors have the benefit of 
being tolerant to high operating voltages of several hundred volts, 
enabling direct AC usage and, due to their simplicity of fabrication, 
are extremely low-cost devices. However, they are inherently less 
sensitive than photodiodes since they require an applied voltage to 
operate (which generates a dark current and associated noise, see 
Sec. Shot Noise), and they also tend to respond slowly on a > 10 ms 
time scale. Photoresistors made from mercury telluride and cad-
mium telluride offer a means of accessing the 2 to 15 μm range 
of the optical spectrum (which is inaccessible to photodiodes), 

V

(b)(a)

I

I = 0

I
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FIGURE 6.4 (a) Typical photoresistor. (b) The conductivity of a photoresistor 
increases in approximate proportion to the intensity of light, providing a 
simple low-cost light sensor.
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although the costs of these devices tend to be much higher than 
those based on CdS.†

Just as all diodes are photoactive to some extent, so too are all 
transistors. Phototransistors2 operate in a similar way to photodiodes 
except, due to their transistor operation, they exhibit current gains of 
up to a few thousand. (Note that this is a conventional amplification 
effect as opposed to the low-noise internal gain exhibited by PMTs 
and APDs.) In operation, a voltage is applied between the collector 
and the emitter, and when the transistor is illuminated, a photocur-
rent flows between the base and the collector, which in turn causes an 
amplified current to flow between the collector and the emitter. Pho-
todarlingtons are closely related devices, comprising a photoactive 
input transistor followed by a secondary transistor, which can pro-
vide increased levels of current gain upward of several hundred 
thousand. When phototransistors and photodarlingtons are used in 
conjunction with suitable load resistors, their built-in gain allows 
them to drive TTL and CMOS logic gates directly, which simplifies 
circuitry considerably. However, the need for an applied bias between 
the base and the collector gives rise to a constant (dark) current even 
in the absence of light. This is usually several nanoamperes and sets 
an approximate lower limit for the detectable photocurrent. As well 
as having higher dark currents, phototransistors tend to exhibit 
slower response speeds and worse linearity than photodiodes, and 
suffer from significant device-to-device variability. In virtually all 
cases, superior performance is achieved by separating the detection 
and gain stages, using a photodiode for the former and a discrete 
amplifier for the latter (although this clearly entails some additional 
cost and circuit complexity).

The last kind of photodetector in common use is the charge-
coupled device (CCD) (Fig. 6.5)2 which forms the basis of virtually all 
digital cameras and image sensors. The term CCD formally refers to 
the specific architecture that is used to shuttle charges around the 
sensor array rather than the individual photosensors themselves. 
CCDs were originally conceived in the 1960s as a new kind of 
memory circuit, but were soon applied to other tasks such as signal 
processing and imaging. Today they are no longer of interest as mem-
ory elements (having been surpassed by a variety of superior tech-
nologies), but they have evolved into the current solution of choice 
for imaging applications. In essence an imaging CCD is an array of 
metal-insulator-semiconductor photocapacitors, which collect and 
maneuver photogenerated charges. The CCD is usually ‘‘built’’ on a 
grounded p-type silicon substrate (the semiconductor) with a surface 

†Note, many countries are phasing out the heavy metals commonly used in 
photoresistors for environmental reasons.
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coating of silicon oxide (the insulator), on top of which sits an array 
of conductive polysilicon ‘‘gate’’ electrodes (the ‘‘metal’’) (Fig. 6.5b).
By setting the potential of a given gate electrode positive with respect to 
its immediate neighbors, a potential well is constructed in which pho-
togenerated electrons can collect. The positive charge on the gate 
electrode drives (intrinsic) holes away from the semiconductor/oxide 
interface, creating a depletion zone. When the pixel is illuminated, elec-
trons and holes are generated in the depletion zone and driven in oppo-
site directions by the electric field—electrons to the semiconductor/oxide
interface and holes to the ground rail. The electrons accumulate at the 
interface in direct proportion to the number of incident photons. 
Hence, if the charge on the photocapacitor is measured after a given 
time, the integrated photon count can be determined. This is done by 
shuttling the charges pixel by pixel toward a single charge-to-voltage 
amplifier which processes the data from each pixel in sequence. 
The major cause of noise in CCDs is thermal generation of electron-
hole pairs which causes additional electrons to accumulate at the 
semiconductor/oxide interface. The rate of photogeneration must 
substantially exceed the rate of thermal generation if a reliable mea-
surement is to be obtained, and for this reason a thermoelectric 
cooler is frequently employed to reduce the temperature of the 
CCD.

The optimum detector for a given application is governed by 
many considerations, including spectral response, sensitivity, 
dynamic range, speed, active area, and cost. PMTs offer high levels of 
virtually noise-free gain and are therefore the preferred choice for 
ultralow light level detection. They are also currently the only choice 
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FIGURE 6.5 (a) Typical charge-coupled device. (b) Schematic of a light-sensitive 
pixel; electrons and holes are photogenerated in the p-Si layer and driven to the 
p-Si/SiO2 interface and ground electrode, respectively. The gate electrode of 
the pixel is held at a higher potential than the gate electrodes of the adjacent 
pixels, and so electrons are trapped at the p-Si/SiO2 interface and accumulate in 
direct proportion to the cumulative photon exposure.
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for very large area applications, where they offer photoactive surfaces 
of up to 5000 cm2. On the negative side, PMTs require high operating 
voltages of several thousand volts, have relatively narrow spectral 
ranges, and are bulky, fragile, and expensive due to the need for vac-
uum housing. APDs are compact solid-state alternatives to PMTs, 
although they exhibit markedly lower gains and bandwidths. They 
are often used when light levels are too high for photomultiplier 
tubes but too low for photodiodes. They too are very expensive. In 
contrast to PMTs and APDs, photodiodes have no internal gain and, 
for low light level measurements, usually require an external ampli-
fier to increase the signal to a manageable level. As we shall see later, 
external amplification is a major cause of measurement noise, and 
photodiodes are therefore best suited to detection in fairly high light 
level conditions where amplifier noise is negligible. On the positive 
side, photodiodes are more robust than APDs and PMTs, have very 
low operating voltages and wide dynamic range, and are fairly cheap 
due to their simple fabrication. Phototransistors offer an integrated 
alternative to photodiode/amplifier combinations and are a good 
choice for fairly high light level applications where simplicity of 
design and low cost are important considerations, and high linearity 
is not required. Photoresistors are ideal for ultralow cost applications 
that do not require high levels of sensitivity, and for this reason tend 
to be the solution of choice for the toy industry where economy of 
fabrication is paramount. CCDs are the dominant technology for one- 
and two-dimensional sensor arrays, although photodiode arrays are 
gaining rapidly in importance. At present, there is little to distinguish 
CCD and diode arrays in terms of performance and cost. CMOS 
detectors have a slight edge in terms of responsivity and speed, 
whereas CCDs have a marginal advantage in terms of dynamic range 
and pixel uniformity.

The above discussion has highlighted the main types of photode-
tectors in common use today, and it is natural to ask at this point 
whether there is really a need for a new detection technology at all. 
OPDs are photodiodes with no internal gain and so––in their current 
form at least––are unable to compete with PMTs and APDs in terms 
of sensitivity. They are also high-capacitance devices based on low-
mobility materials and consequently exhibit slow response times 
compared to PMTs, APDs, and conventional inorganic photodiodes. 
On the other hand, their favorable processing characteristics may 
open up new applications that are currently unviable, e.g., in large-
area light detection. The largest single-element photodetectors are 
20  in PMTs, and the largest imaging arrays are ~1600 cm2 amorphous 
silicon panels. Using printing techniques, it should be possible to cre-
ate organic photovoltaic (OPV) devices of much larger area at greatly 
reduced cost. In addition, by fabricating OPV devices on flexible sub-
strates, conformal photodetectors can be created that adapt to the 
shape of the surface on which they are mounted. A critical area where 
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OPV devices may in the future have an advantage over other tech-
nologies is in spectral range. OPDs with a spectral range 350 to 1000 nm 
have already been reported,5 which is better than typical multialkali- 
based PMTs (300 to 850 nm)† and approaches that of UV-enhanced 
silicon photodiodes (190 to 1100 nm). We are confident that OPDs 
with greatly enhanced spectral ranges will be developed in due 
course. Finally––and this is a point that we will consider in some 
depth in the following pages––organic photodiodes may one day 
become the solution of choice for low bandwidth low light-level opti-
cal detection, offering comparable performance to the silicon photo-
diode at a price point close to that of the photoresistor.

6.3 OPV Devices
The vast majority of organic photodetectors can be classified as pho-
todiodes, in that they (1) generate a photocurrent even in the absence 
of an applied bias and (2) exhibit no internal gain (i.e., at most one elec-
tron is extracted into the external circuit for each absorbed photon). In 
addition, there have been a few reports of organic phototransistors 
(OPTs)6, 7 which, like their inorganic counterparts, combine photosen-
sitivity with current amplification. OPTs have been less well studied 
than even organic photodiodes and will not concern us here, although 
they may turn out to have important applications in image sensors 
due to their ease of fabrication.

6.3.1 Device Architectures
There are two main device architectures for organic photodiodes: the 
discrete heterojunction (Fig. 6.6b) and the bulk heterojunction (Fig. 6.6c). 
The simplest discrete heterojunction devices consist of a bilayer of a 
hole transporting material (the donor) and an electron transporting 
material (the acceptor) sandwiched between two electrodes. The sim-
plest bulk heterojunction devices consist of a single blended layer of 
the donor and acceptor, again sandwiched between two electrodes. 
The key requirement in both cases is that the frontier orbitals of the 
two organic materials be substantially offset to encourage electron 
transfer from the donor to the acceptor or hole transfer in the oppo-
site direction (Fig. 6.6a). The result is a partitioning of the holes and 
electrons into the donor and acceptor phases, respectively, from 
where they can be transported to the relevant electrodes. 

The charge separation step does not in itself guarantee exciton 
dissociation since the electron-hole pairs may remain coulombically 

†Note that Ag-O-Cs photocathodes are sensitive from 400 to 1200 nm, but they have 
low peak quantum efficiencies of just 0.36% compared to ~20% for alkali-based 
photocathodes. However, PMTs based on Ag-O-Cs can still be a viable choice for 
low level light detection due to the low-noise nature of the gain process.
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bound in the form of intermolecular charge-transfer excitons even 
after partitioning has occurred, leaving them susceptible to eventual 
geminate recombination. To achieve complete dissociation, the elec-
trons and holes must (at a pictorial level) gain sufficient kinetic energy 
in the charge-transfer process to overcome their residual attraction, 
which is thought to require an offset† of at least 0.5 eV in the energies 
of the relevant frontier orbitals.8
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FIGURE 6.6 (a) Energy level diagrams for organic donor and acceptor materials. 
Photoexcitation of the donor creates a tightly bound electron-hole pair known as an 
exciton. The electron from the exciton can lower its energy by passing to the lower-
lying LUMO level of the acceptor, splitting the exciton; excitons in the acceptor are 
split when a hole transfers to the higher-lying HOMO level of the donor. (b) Schematic 
of a discrete heterojunction device; excitons created close to the donor/acceptor 
interface are split into free electrons and holes that are then transported to the 
cathode and anode by the acceptor and donor layers, respectively. (c) Schematic of a 
bulk heterojunction device, in which the donor and acceptor materials are blended 
together on a nanometer length scale; all excitons are created close to an interface, 
resulting in a high yield of free carriers; for effi cient operation, continuous pathways 
must exist from the point of generation to the electrodes, otherwise charges become 
trapped at dead ends and eventually recombine.

†Unlike solar cell applications where one wishes to avoid excessive energy loss 
during the charge-transfer process to maintain high power conversion effciencies, 
in photodetector applications it is beneficial to make this offset as large as possible 
so as to maximize the free carrier yield.
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In the case of discrete heterojunction devices, only those excitons 
generated within a diffusion range of the interface yield free carriers 
(since the others are lost by recombination before reaching the inter-
face). Hence, to ensure high device efficiencies, it is important to 
select materials in which the diffusion range is comparable to the 
active layer thickness (~100 nm).9 (Additional blocking layers may be 
needed to prevent excitons from diffusing to the electrodes where 
they are liable to be quenched.) In the case of bulk heterojunction 
solar cells, donor/acceptor interfaces are formed throughout the film 
thickness (hence the name), and the main requirement is to match the 
length scale of the microscopic blend to the exciton diffusion range to 
ensure efficient dissociation.10, 11

Once dissociated, the electron and hole must be transported to 
the cathode and anode, respectively, from where they are extracted 
into the external circuit in the form of an electric current. In the case 
of discrete heterojunction devices, the holes and electrons pass 
through pure donor and acceptor phases, respectively, and they are 
therefore channeled efficiently to the electrodes with minimal risk of 
recombination (except when they are in close proximity to the donor/
acceptor interface). In the case of bulk heterojunction devices, the two 
phases are intimately mixed, and there is consequently an apprecia-
ble risk of electron-hole recombination before the charges reach the 
electrodes. To minimize this risk, continuous percolation pathways 
are required from the point of generation to the electrodes in order to 
shuttle the charge carriers rapidly to the electrodes before they have 
an opportunity to recombine (see, however, the discussion in Sec. 6.2). 
In spite of the apparent difficulty of avoiding recombination in such 
circumstances, a suitably optimized bulk heterojunction device can 
exhibit short-circuit quantum efficiencies approaching 100%.

6.3.2 Device Fabrication
The first successful demonstration of an OPV device based on the 
discrete heterojunction architecture was reported by Tang12 in 1986. 
The active layers consisted of successive vacuum-deposited films of 
copper phthalocyanine (the donor, Fig. 6.7a) and a perylene tetracar-
boxylic di-imide (the acceptor, Fig. 6.7b). The device (which, like 
many of the OPV devices reported to date, was developed as a solar 
cell rather than a photodetector) exhibited a power conversion effi-
ciency of 1 percent under simulated AM2 illumination, a record value 
for an organic solar cell at the time and a value that was to remain 
unchallenged for several years to come.

The most extensively investigated discrete heterojunction devices 
are those based on organic/fullerene bilayers.11, 13 The first fullerene to 
be tested in an OPV application was C60 (Fig. 6.7c)––a material in which 
the 60 electrons from the pz orbitals give rise to a delocalized π system 
similar to that in conjugated molecules and polymers.14 C60 has an 
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optical gap in the range of 1.5 to 1.8 eV, although this transition is only 
weakly allowed in the solid state so C60 is a relatively poor light 
absorber. However, what makes C60 particularly interesting for OPV 
applications is its excellent performance as an electron acceptor (which 
derives from its deep LUMO level at ~4.4 eV)15 and its high electron 
mobility of 2.0 to 4.9 cm2/(V. s).16 In contrast to many organic materials, 
electron transport dominates the conduction process in C60.

C60 may be readily deposited onto a polymer or molecule film by 
vacuum sublimation, enabling heterojunction devices to be fabricated 
with relative ease. The properties of the C60/organic interface have been 
well studied for many organic materials, and it has been shown that 
proximate excitons in the donor are efficiently dissociated on a subpico-
second time scale by transfer of an electron to the C60 (with an associated 
quenching of the luminescence efficiency).17, 18 Heterojunction OPV 
devices with C60 acceptor layers have been reported with a wide range of 
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FIGURE 6.7 Chemical structure of some common PV materials. (a) Copper 
phthalocynanine, (b) perylene tetracarboxylic diimide, (c) C60, (d) pentacene, 
(e) MEH-PPV, (f) MDMO-PPV, (g) PCBM, and (h) P3HT. Perylenes, C60, and its soluble 
derivative PCBM are widely used acceptor materials in OPV devices due to their 
low-lying LUMO levels and good electron transport properties. MEH-PPV,  MDMO-
PPV, and P3HT are widely used donor materials.
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polymer and molecular donors. Sariciftci et al. 19 demonstrated the first 
such device in 1993, using soluble MEH-PPV (Fig. 6.7e) as the donor 
material, and they reported a 20-fold improvement in photocurrent rela-
tive to devices without C60. Although C60 is the most studied of the 
molecular acceptor materials, alternative acceptors have also been inves-
tigated in the context of heterojunction OPV devices. Perylenes (Fig. 6.7b)
have relatively high electron affinities and are known for their photocon-
ductive properties, having been widely exploited in xerographic appli-
cations. Indeed, in many xerographic devices a bilayer photoconductor 
is used, with the perylene in contact with a hole transport layer. In 
contrast to most organic dyes, perylenes are very stable and are com-
monly used as colorants for paints and plastics. Moderately efficient 
double-layer cells with peak external quantum efficiencies greater than 
10% have been fabricated using bilayers of pentacene (Fig. 6.7d) and 
perylenes.20

Applying the heterojunction approach to solution-processable poly-
mers is more of a challenge, since the process of depositing the sec-
ond layer is liable to dissolve and wash away the first layer. One 
solution is to find materials that are soluble in different ‘‘orthogonal’’ 
solvents, which allows the acceptor layer to be deposited without dis-
turbing the predeposited donor layer.21 An alternative strategy is to 
use a donor material that is prepared via a thermal conversion route, 
such as poly(p-phenylenevinylene) (PPV), which is subsequently 
rendered insoluble by curing.22 There is increasing interest in the ability 
of certain materials to self-organize into relatively complex struc-
tures, a phenomenon with the potential to significantly reduce manu-
facturing costs by in effect allowing devices to “build” themselves. 
For instance, if two polymers with differing polarities are dissolved 
in a common solvent, they may sometimes stratify into discrete layers 
when deposited onto a suitably treated substrate, allowing a bilayer 
structure to be formed in a single deposition step.23 Alternatively, het-
erojunction OPV devices may be fabricated by “lamination” of two 
organic layers.24 In this approach, the thin films of the donor and 
acceptor layers are deposited onto separate anode- and cathode-
coated substrates, respectively, and the layers are subsequently fused 
together under heat and pressure. Adhesion between the organic lay-
ers may be promoted by mixing a small quantity of the electron 
acceptor into the hole acceptor and vice versa before deposition. 

The above techniques notwithstanding, the vast majority of solution- 
processed solar cells and photodetectors are based around the bulk 
heterojunction architecture, in which a composite layer of the two 
materials is cast directly from solution.25–27 For polymer systems, the 
donor and acceptor polymers can be simply mixed together in the 
same solvent and deposited by, e.g., spin-coating or printing as with 
a simple single-layer device. For small-molecule devices, the distrib-
uted architecture can be achieved through codeposition of donor and 
acceptor materials in vacuum,28 although some solution-processable 
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small-molecule materials are also available.29, 30 The performance of 
bulk heterojunction devices is intimately related to the morphology 
of the donor/acceptor blends. A fine-structured mixing of the donor 
and acceptor materials is preferred for efficient exciton dissociation, 
as this enhances the total area of the donor/acceptor interface, and 
the excitons consequently have less far to diffuse to reach a dissocia-
tion site. However, the blend morphology also influences the trans-
port of charges back to the collecting electrodes. Ideally, the donor 
and acceptor materials should form an interpenetrating network, in 
which complete transport pathways from the dissociation site to the 
relevant electrode exist for both electrons and holes.31 Breaks or 
islands in the network can form trapping sites for charges (see Fig. 6.6), 
which can be detrimental to device performance since they increase 
the probability of electron-hole recombination.

The morphology can be influenced through a variety of processing 
techniques. In the case of small-molecule devices, the morphology 
depends primarily on the strength of interactions between individual 
deposited molecules and their thermal energy, which together deter-
mine the ease of molecular rearrangement. The morphology may be 
controlled to some extent by varying the vapor pressure, the substrate
temperature, and the deposition rates. In the case of solution-processed 
polymer devices, the phase separation arises during the deposition of 
the solution.23, 32, 33 As the solvent evaporates and the interchain dis-
tances decrease, the interactions are increased, and the mixture that 
exists in solution begins to de-mix to form domains rich in one mate-
rial or the other. This phase separation is eventually arrested when 
the interchain interactions become sufficiently strong to prevent fur-
ther rearrangement. The solvent boiling point and polarity, as well as 
the ambient conditions during deposition, can all influence the nature 
of the morphology, as can substrate surface treatments. For example, 
the surface can be treated to attract the donor material to the (anode-
coated) substrate during deposition of the polymer blend solution, 
ensuring a proper connection of the hole accepting donor regions to 
the anode.

The majority of bulk heterojunction devices comprise a small-
molecule acceptor dispersed in a polymer donor; all-polymer 
systems are still relatively uncommon due to the relative scarcity 
of good electron transporting polymers. The most widely used 
small-molecule acceptors are based on perylenes and solubilized 
fullerene derivatives such as [6,6]-phenyl-C61-butyric acid 
methyl ester (PCBM, Fig. 6.7g), whereas the donors are often sub-
stituted poly(phenylene-vinylene)s (PPVs) and polythiophenes. 
Initial interest in PPVs was driven mainly by their use in organic 
light-emitting diodes and the considerable flexibility they pro-
vide in terms of chemical structure engineering. The two most 
widely used PPV derivatives to date have been poly[2-methoxy-5-
(3¢,7¢-dimethyloctyloxy)-1,4-phenylene vinylene] (MDMO-PPV) 
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(Fig. 6.7e) and poly[2-methoxy, 5-(2-ethylhexoxy)-1,4-phenylene vinyl-
ene] (MEH-PPV) (Fig. 6.7f).18, 26, 34 In combination with fullerenes, PPV-
based devices have been reported to reach external quantum efficien-
cies of 66% and power conversion efficiencies of 3% under AM 1.5 solar 
simulation.35 However, MDMO-PPV and MEH-PPV have relatively 
low glass transition temperatures of 45 and 65°C, respectively,36, 37

which can lead to poor thermal stability under intense illumination or 
in hot ambient conditions. They also exhibit relatively low charge 
mobilities of ~ 10−5 and 10−4 cm2/(V.s), which may exacerbate recombi-
nation losses under low field conditions.19, 38 For these reasons, poly-
thiophenes tend to be the donor of choice in bulk heterojunction 
devices. The archetypal polythiophene, poly(3,hexylthiophene) [P3HT] 
(Fig. 6.7h), has a high glass transition temperature and a high charge 
mobility of up to 10−2 cm2/(V. s) due to its crystalline morphology.39

The P3HT:PCBM donor/acceptor combination is the most widely 
studied material system to date, and so far it has yielded the best 
across-the-board device performance (for solar applications) in terms 
of long-term stability and power conversion efficiencies of 4 to 5%.39–43

The P3HT:PCBM system will be used as an exemplar of many of the 
concepts discussed in this chapter. Due to its advanced state of devel-
opment, P3HT:PCBM can be considered to be a benchmark material 
against which others should be judged.

The most widely used anode material is the degenerate n-type 
semiconductor indium tin oxide (ITO), which combines high conduc-
tivity with good transparency in the visible part of the spectrum. 
Indium tin oxide, however, has a spiked morphology that can result 
in non-uniform current flow though the device and premature aging. 
It is therefore usual to coat the indium tin oxide layer with a thick layer 
of a conducting polymer such as poly(3,4 ethylene-dioxythiphene): 
polystryrene sulfonate (PEDOT:PSS) that acts as an ameliorating 
layer for the ITO, resulting in substantially improved operating 
lifetimes. The cathode is usually a thermally deposited metal of low 
to moderately low work function such as Ca or Al.

6.3.3 Current-Voltage Characteristics
Figure 6.8a shows a simple schematic for an OPV device that is con-
nected to a load resistance R. We consider the idealized case of a simple 
single-layer bulk heterojunction solar cell, in which the blended mate-
rial can be treated as a simple composite semiconductor, in which the 
HOMO level is derived from the donor and the LUMO level from the 
acceptor. This approximation allows us to ignore the microscopic struc-
ture of the active layer and to analyze device operation using simple 
ideas from conventional semiconductor physics. There are two extreme 
situations we can consider: short-circuit and open-circuit. In short-circuit, 
the load resistance is zero and so presents no obstacle to the flow of 
charge. This results in the maximum possible photocurrent, known as 
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the short-circuit photocurrent JSC, and a photovoltage Vphoto of zero 
(since the two electrodes are shorted together). The aligned Fermi 
levels of the two electrodes create a negative internal field EBI = −VBI/d,
known as the built-in field,44, 45 that helps drive electrons toward the 
cathode and holes toward the anode (Fig. 6.8b), resulting in a nega-
tive photocurrent.

Under weak illumination, the size of the photocurrent is directly 
proportional to the intensity of the incident light––a property that is 
essential for most light-sensing applications. The linearity comes 
about because, at steady state, the rate of free carrier generation by 
photoexcitation must be exactly balanced by the rate of free carrier 
loss by extraction into the external circuit. Hence, if the incident light 
level doubles, so too must the photocurrent to compensate. This 
equality holds true only in the low-intensity regime where internal 
losses due to electron-hole recombination in the bulk are negligible 
(and the charge density is too low to affect the electric field distribu-
tion inside the device). In well-optimized devices, recombination 
effects are appreciable only at high illumination levels exceeding46
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100 mW/cm2, so the linear range can extend over many orders of 
magnitude.

Negligible recombination does not imply a quantum efficiency 
of 100 percent. The most obvious reason is that only a fraction γ of 
the incident photons lead to the successful generation of free carri-
ers (due to incomplete absorption and non-dissociative exciton 
decay channels). A second, more subtle, reason is that some of the 
photogenerated carriers reach the “wrong” electrodes. To generate 
the maximum (negative) photocurrent, the photogenerated charges 
should be extracted only by their “parent” electrodes––electrons by 
the cathode and holes by the anode. In reality, the electrons and 
holes move by a combination of diffusion and drift. The diffusive 
trajectories of the electrons and holes resemble random walks onto 
which the electric field superimposes ordered drift: diffusion drives 
charges indiscriminately to both electrodes whereas drift drives the 
electrons and holes systematically to their parent electrodes. The 
randomizing effects of diffusion mean that only a fraction αe of elec-
trons reach the cathode and only a fraction αh of holes reach the 
anode. The remaining charges migrate to the “wrong” electrode 
where they are extracted into the external circuit, giving rise to a 
positive photocurrent that partially cancels the negative one. Hence, 
if photons strike the photodiode at a rate ℜ, the short-circuit photo-
current will equal
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where the first term on the right-hand side corresponds to the nega-
tive photocurrent generated by charges that reach the “correct” elec-
trode and the second term corresponds to the positive photocurrent 
generated by charges that reach the wrong electrode. (The factor 2 in 
the denominator is required to avoid double counting since for every 
photogenerated electron-hole pair, at most one electron can be 
extracted into the external circuit.) Equation (6.3) can be rewritten in 
the simpler form

I
e e h
SC = − + − ℜγ α α( )1 (6.4)

which, dividing through by eℜ, yields the following expression for 
the short-circuit quantum efficiency η:

η γ α α( ) ( )[ ( ) ( ) ]E E E Ee hBI BI BI BI= − + − 1 (6.5)

In writing this last equation, we have made explicit the dependence 
of γ, αe, and αh on the built-in field strength EBI. The larger the built-in 
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field, the more effective it is in driving the photogenerated charges 
toward their parent electrodes, and hence the closer in value are αe

and αh to unity. In addition, in some material systems, an electric field 
is needed to promote exciton dissociation,8 causing γ to increase 
monotonically with increasing field strength. The short-circuit quan-
tum efficiency is therefore optimized by maximizing the built-in 
field, which requires the use of electrodes with widely differing work 
functions.44, 45

If a load resistance R is now connected between the terminals of 
the photodiode, a positive voltage

V R Iphoto photo= × (6.6)

will appear between the anode and the cathode, where Iphoto is the 
observed photocurrent. The appearance of the photovoltage reduces 
the electric field strength inside the solar cell to a value

E
V V

d
=

−photo BI
(6.7)

Iphoto is always smaller (less negative) than the short-circuit photocur-
rent ISC, which can be understood by dividing Iphoto into two parts:

I I IVphoto ph photo= + (6.8)

The first part Iph arises from the continuous generation and extraction 
of free carriers into the external circuit. By direct extension of the 
argument presented above, Iph is given by

I E

e
E E Ee h

ph ( )
( )[ ( ) ( ) ]= − + − ℜγ α α 1 (6.9)

The second part, IVphoto, is due to the photovoltage Vphoto between 
the two electrodes. The photovoltage is indistinguishable in its effects 
from an externally applied positive bias, and so causes electrons and 
holes to be injected from their parent electrodes into the bulk of the 
device. This gives rise to a positive current that opposes the negative 
current Iph. In most devices, under normal operating conditions, IVphoto
is identical46 to the dark current Idark.

I E I EV photo dark( ) ( )= (6.10)

which implies

I I Iphoto ph dark= + (6.11)
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As the load resistor is progressively increased in value from zero 
to infinity, the photovoltage increases from its short-circuit value of 
zero to a maximum value known as the open-circuit voltage VOC. The 
internal field strength therefore diminishes progressively from a 
maximum (negative) value EBI to a minimum (negative) value EOC
where

E
V V

dOC
OC BI=

−
(6.12)

The increasing photovoltage causes IVphoto (which is positive) to 
increase steadily in value, and the decreasing field-strength causes Iph
(which is negative) to decrease steadily in magnitude. The observed 
photocurrent Iphoto  therefore decreases steadily in magnitude from a 
peak value of ISC at short circuit (where the photovoltage is zero) to a 
value of zero at open circuit (where the infinite load resistance pres-
ents an unsurpassable obstacle to current flow).

The effects of a load resistance can be replicated using a simple 
voltage source (Fig. 6.9a). An applied bias of zero (R = 0) is equivalent 
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FIGURE 6.9 (a) Schematic of an organic photodiode connected to a variable voltage 
source. (b) Model current-voltage curve for a device in the dark and under 
illumination. The short-circuit current ISC occurs at V = 0 (i.e., when the load 
resistance is zero), and the open-circuit voltage VOC occurs at I = 0 (i.e., when the 
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to a load resistance R ′ = V ′/I ′.
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to short circuit, whereas an applied bias of VOC is equivalent to open 
circuit (R = ∞); intermediate applied biases (0 < V < VOC) are equiva-
lent to intermediate load resistances (0 < R < ∞). In Fig. 6.9b, we show 
the photocurrent as a function of applied bias for a typical device 
under a fixed illumination level. A general point (I′, V′) on the 
photocurrent-voltage curve corresponds to the photocurrent I′ and 
the photovoltage V′ that would be obtained if the photodiode were 
connected to a load resistance R′ = V′/I′ (keeping the light intensity 
the same). Also shown on the plot is the dark current Idark which 
increases quickly with voltage.

The photocurrent curve in Fig. 6.9b extends beyond the limited 
range 0 < V < VOC that we considered in the discussion above. Inside 
this range, the power

P = ×I Vphoto photo (6.13)

is negative, which indicates that power is dissipated by the photo-
diode in the external circuit. This is the relevant regime for solar 
cells, where we are required to dissipate power harnessed from 
the sun in an external load resistance. In the case of photodiodes, 
however, we can apply a bias of any desired size using an external 
voltage source. If the photodiode is subjected to a reverse bias, we 
obtain an internal field strength that is larger in magnitude than 
the built-in field. This has three important benefits. First, from 
Eq. (6.9), it enhances the value of Iph, giving rise to improved pho-
tosensitivity. Second, it sweeps charges more rapidly from the 
device, shortening response times. Third, it reduces the steady-
state charge density inside the device, reducing the amount of 
electron-hole recombination and so extending the linear range to 
higher intensities.

These benefits, however, come at an important cost since the 
application of a reverse bias also generates a (negative) voltage-
dependent dark current. The dark current sets a baseline beneath 
which it is difficult to measure a photocurrent since small fractional 
drifts in the dark current (e.g., due to temperature changes) can 
mask the smaller photocurrent; hence, if the dark current is in the 
nanoampere range, it is difficult to measure photocurrents very 
much smaller than this. In addition, as we discuss later, biasing the 
device generates noise in the photodiode which degrades the signal- 
to-noise ratio (see Sec. Shot Noise). The short-circuit quantum effi-
ciency of a well-optimized organic device can average 25% over 
its full spectral range. Hence, at best a fourfold increase in quantum 
efficiency can be obtained by applying a reverse bias. The dark 
current, on the other hand, can increase by several orders of magni-
tude when a sizable bias is applied, meaning the slight increase 
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in quantum efficiency is strongly outweighed by the large increase 
in dark current.†

The current-voltage characteristics of a typical ITO/PEDOT:PSS/
P3HT:PCBM/Al bulk heterojunction device under white light illumi-
nation are shown in Fig. 6.10 for a wide range of intensity levels. To 
enable all curves to be shown on a single plot, the absolute magni-
tude of the current is plotted against voltage using a logarithmic y axis. 
The open-circuit voltage for each light level occurs at the point where 
the corresponding current-voltage curve dips toward zero. The cur-
rent is negative to the left of the open-circuit voltage and positive to 
the right. In Fig. 6.11, the short-circuit photocurrent ISC is plotted as 
a function of the illumination level; ISC increases linearly with the 
incident power up to more than 1 mW. Also shown on the plot is the 
open-circuit voltage VOC which, by contrast, has a strongly sublinear 
dependence on the incident power. This sublinear behavior can be 
understood by remembering that

I V I Vph OC photo OC( ) ( )= − V (6.14)

Now Iph varies fairly slowly with voltage, whereas IVphoto shows 
a strong exponential-like dependency. Hence, if the light level is 
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FIGURE 6.10 Current-voltage curves for an ITO/PEDOT:PSS/P3HT:PCBM/Al 
bulk heterojunction device under varying illumination levels (in milliwatt). 
(See also color insert.)

†We note in passing that the device can also be subjected to a forward bias, but this 
results in much larger dark currents than reverse bias and so far worse sensitivity. 
Hence, photodiodes should only ever be operated in short circuit or reverse bias if 
an increased speed of response or dynamic range is needed.
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increased by an order of magnitude, giving rise to an approximate 
10-fold increase in Iph, then VOC need change by only a very small 
amount to generate a compensating increase in IVphoto. The sublinear 
intensity dependence of VOC is far less useful than the linear response 
of ISC. Moreover, VOC inherits from IVphoto a strong temperature depen-
dence that makes it far more susceptible to drifts in temperature than 
ISC. Consequently in light-sensing applications, ISC is virtually always 
the preferred sense parameter.

In the interests of simplicity, the discussion above has focused on 
simple single-layer bulk heterojunction devices. The situation is 
slightly different in the case of discrete heterojunction devices since 
asymmetry in the generation profiles of the electrons and holes gen-
erates sizable concentration gradients at the heterojunction that tend 
to drive the charges to their respective parent electrodes even in the 
absence of an electric field.47 Nonetheless similar arguments to those 
provided above apply, and the resultant photocurrent-voltage curves 
are qualitatively similar in appearance. Importantly, our conclusion 
that ISC is the preferred sense parameter due to its linear response and 
superior temperature stability also applies to discrete heterojunction 
devices. This same message also extends to more complex multilayer 
architectures.

6.3.4 The Equivalent Circuit
A photodiode—organic or otherwise—may be represented conceptu-
ally by an equivalent circuit comprising an (infinite impedance) cur-
rent source IS in parallel with a diode D, a shunt resistor Rsh and a 
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FIGURE 6.11 The short-circuit photocurrent and open-circuit voltage as 
a function of light intensity for the ITO/PEDOT:PSS/P3HT:PCBM/Al bulk 
heterojunction device shown in Fig. 6.10.
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capacitor C (Fig. 6.12). Also shown is a series resistance Rs due to the 
resistance of the electrodes, although in many circumstances Rscan be 
neglected since it is normally just a few tens of ohms. The current 
source accounts for Iph in Eq. (6.11), and the parallel combination of 
the diode and the shunt resistor accounts for Idark. The shunt resis-
tance is normally determined by measuring the dark current under a 
small reverse bias of 10 mV.

R
Ish

d

V
V)

= −
−
0 01
0 01
.

( . (6.15)

Typical values for the shunt resistances of organic devices range 
from a few kilohms to a gigaohm or more, compared to around 50 GΩ
for a very good quality Si device (Hamamatsu S4797-01). The actual 
value of the shunt resistance depends on the device architecture, and 
the care taken in fabrication; poorly made OPV devices tend to exhibit 
lower shunt resistances due, for example, to spikes of indium tin 
oxide or filaments of the thermally evaporated cathode that bridge the 
two electrodes and so allow charge to bypass the (high-impedance) 
active materials. In a carefully fabricated device, the shunt resistance 
is determined by the intrinsic transport properties of the active layer 
material. As we shall see, the shunt resistance has a very significant 
influence on the photodetector sensitivity.

The capacitance of an organic photodiode can be estimated from 
the standard formula for the geometric capacitance

C
A

d
r=

ε ε0 (6.16)

where A = area of the electrodes 
 εr = relative permittivity 
 ε0 = permittivity of free space
 d = width of the active layer48

The capacitance density is defined as the capacitance per unit area, 
and it is a convenient area-independent measure of device capaci-
tance. Using typical values of εr = 3 and d = 100 nm, we obtain for 

RshD CIs
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RL

FIGURE 6.12 Equivalent circuit representation of a photodiode.
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the geometrical capacitance density a value of ~300 pF/mm2. This 
compares with about 30 pF/mm2 for a typical silicon photodetector 
(Hamamatsu S4797-01) and about 3 pF/mm2 for a PIN-type silicon 
photodetector (Hamamatsu S5821). There is some scope for lowering 
the capacitance of OPV devices by using thicker films, but this prob-
ably allows for a 5- to 10-fold reduction at best (since the use of exces-
sively thick films frustrates the extraction of charge carriers and tends 
to reduce device efficiencies). Organic photodiodes are therefore rela-
tively high-capacitance devices, which have important implications 
for their noise characteristics and speed of response.

6.4 Device Characteristics

6.4.1 Spectral Response
The spectral response of a photodetector is normally characterized in 
terms of either its “photosensitivity” or its quantum efficiency, both 
of which are ordinarily measured under short-circuit conditions. The 
photosensitivity S(λ)  at an illumination wavelength λ is defined as the 
ratio of the photocurrent I(λ) to the incident power P(λ):

S
I
P

( )
( )
( )

λ λ
λ

= (6.17)

In situations where the photodiode is illuminated by a broadband 
excitation source, the resultant photocurrent I is given by

I P S d= ∫ ( ) ( )
min

max

λ λ λ
λ

λ

(6.18)

The quantum efficiency η(λ) is the fraction of incident photons that 
are successfully converted to a photocurrent in the external circuit

η λ λ
λ

( )
( )

( )
=

ℜ
I e/

(6.19)

where ℜ(λ) is the rate at which photons of wavelength λ impinge on 
the device. Clearly, ℜ(λ) = P(λ)/(hc/λ). The quantum efficiency and 
the photosensitivity are therefore related by the following identity:

η λ λ
λ

λ
λ λ λ

λ
( )

( )
( )

( )
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e
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( )
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e

S (6.20)
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Usually S(λ) and η(λ) are determined by reference to a calibrated 
photodetector: if, at the illumination wavelength λ, the calibrated 
photodetector has a photosensitivity Scal(λ) and a quantum efficiency 
ηcal(λ) and the currents from the test device and calibrated detector 
are I(λ) and Ical(λ), respectively, then:

S
S

I
I

I
I

( )
( )

( )
( )

( )
( )

( )λ
λ

λ
λ

η λ
η λ

λ

cal cal cal cal

= =
(( )λ (6.21)

The spectral response characteristics of a typical ITO/PEDOT:
PSS/P3HT:PCBM/Al device are shown in Fig. 6.13 in terms of both 
photosensitivity and quantum efficiency. Also shown are the spectral 
response characteristics of a typical Si photodiode (OSRAM, SFH2430) 
for comparison. The peak efficiencies of the organic device (0.24 A/W, 
55.7%) are comparable to those of the silicon device (0.18 A/W, 
41.0%), although the active range is much narrower due to the nar-
row absorption range of the P3HT:PCBM system. (Note that although 
the silicon photodiode we have chosen is fairly typical, superior 
devices with substantially higher quantum efficiencies are available; 
likewise, superior organic devices can also be fabricated.)

6.4.2 Rise Time and Cutoff Frequency
The speed of response is a critical consideration in data communica-
tions and time-resolved sensing applications, and it is usually char-
acterized in terms of either the rise time or cutoff frequency. The rise 
time of a photodiode is conventionally defined as the time required 
for the output to change from 10 to 90% of its final level in response 
to a step increase in the intensity (Fig. 6.14). The fall time is similarly 
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defined as the time required for the output to change from 90 to 10% of 
its initial level in response to a step decrease in the intensity. The rise 
and fall times depend on the wavelength of the incident light (which 
affects the generation profile) and the value of the load resistance RL

(which is conventionally chosen to be 50 Ω); higher load resistances 
result in longer response times due to an increased RC time constant 
(where the relevant capacitance C is the photodiode capacitance).

For an RC-limited process, the time-dependent photovoltage in 
response to a step increase in the light level from zero is given by

V t V
t

( ) exp= − −
⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥0 1

RC (6.22)

where R = load resistance
 C = photodiode capacitance
 V0 =  final steady-state voltage 

The 10 and 90% points are reached at times t1 and t2, respectively, 
where
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FIGURE 6.14 The theoretical response of an RC-limited photodiode to a 
square wave light source. The rise and fall times are related to the RC time 
constant by Δt = RC ln 9.
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and
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The rise time Δtr is therefore given by

Δt t tr = − =2 1 9RCln (6.25)

A similar calculation on the falling edge yields the same value for the 
fall time.

The 3 dB cutoff frequency is defined as the frequency at which 
the amplitude of the photodiode signal falls to 1 2/ of its DC value 
(Fig. 6.15), and may be straightforwardly determined by illuminating 
the photodiode with sinusoidal light of fixed amplitude and sweeping 
its frequency f. The cutoff frequency may alternatively be determined 
by recording the photodiode’s impulse response, i.e., its transient 
behavior in response to an extremely short light pulse. A delta func-
tion contains equal portions of all possible excitation frequencies. The 
Fourier transform of the impulse response therefore gives the gain-
frequency response of the photodiode,49 from which the cut-off fre-
quency can be directly determined.

Frequency (AU)

S
ig

na
l (

A
U

)

C

RL

i

iC

iRL

10310210110010–110–210–3
10–4

10–3

10–2

10–1

100

fc = 1
2πRC

I (fc) = 2
I (0)

FIGURE 6.15 The theoretical signal vs. frequency response of an RC-limited 
photodiode. The 3 dB cutoff frequency f

c
 occurs when the frequency of the 

incident light is equal to 1/(2πRC).



 A n  I n t r o d u c t i o n  t o  O r g a n i c  P h o t o d e t e c t o r s  221

The rise time and cutoff frequency are closely related as can be 
seen from the following analysis. The current i generated by the pho-
todiode is divided into two parts ic and iRL that flow through the inter-
nal capacitance and the external load resistor, respectively (inset to 
Fig. 6.15):

i i iC RL= + (6.26)

(Here, we are assuming RL << RSH and so we can ignore the negligible 
current that flows through the shunt resistance.) The photodiode and 
load resistor are connected in parallel and are consequently subjected 
to the same potential difference, allowing us to write

i Z i RC C RL L= (6.27)

where ZC = 1/(2πjfc) is the complex impedance of the capacitance. 
Hence, we can write

i
jfC

i Rc
RL L2π

= (6.28)

from which it follows that

i i jfCRC R L= 2π (6.29)

Substituting into Eq. (6.26), we obtain

i
jfCR

i
fCR

RL RL=
+

→ =
+

1
1 2

1

1 2 2π π
| |

( )
(6.30)

The 3 dB cutoff frequency fC occurs when the signal falls by a factor 2,
i.e., when 2πfCRL = 1 Æ f = 1/(2πCR). Hence, in the RC-limited regime, 
the rise time and the cutoff frequency are related by

Δt
f fr
C C

= = =RCln
ln .

9
9

2
0 35

π (6.31)

6.4.3 Intrinsic Photodiode Noise Characteristics

Thermal Noise
Above we discussed how photodiodes can be modeled as a current 
generator in parallel with a diode, a shunt resistor, and a capacitor. In 
the immediate vicinity of V = 0, the slope of the current-voltage curve 
is linear, meaning it is possible to drop the diode from the equivalent 
circuit representation and use the shunt resistance alone to account 
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for IVphoto. The electrons inside any resistor undergo random motion 
as they are constantly buffeted backward and forward by atomic col-
lisions, leading (in short circuit) to an overall current of zero. This 
motion results in a constantly changing charge distribution and so 
induces a randomly fluctuating voltage across the terminals of the 
resistor, known as thermal or Johnson noise. A process that is random 
in time† is evenly distributed in the frequency domain. It follows that 
thermal noise is “white” in its characteristics; i.e., the time-averaged 
power per unit frequency, known as the power spectral density ℘( f ),
is the same at all frequencies (Fig. 6.16).‡ The power P dissipated by a 
resistor is related to its voltage V by P = V2/R. Hence, we can write for 
the mean squared voltage

V R P R f f fV
2 2= = ℘ =( ) Δ Δσ� (6.32)

where σV
2�  = R℘ ( f ) is the voltage variance per unit frequency and Δf is 

the frequency range of the measurement. Since ℘ ( f ) is constant for a 
white noise source, so too is σV

2� , and the mean squared voltage is 
therefore directly proportional to the bandwidth Δf. Note, in this chap-
ter, we will use tilde (~) notation to indicate bandwidth-corrected 
parameters. The voltage variance σV V2 2� =  has units  V Hz2/  (volts 
squared per hertz) whereas the corresponding standard deviation σV

�
has units V Hz/  (volts per square-root hertz).

℘(f )

f

ΔP = ℘Δ f

Δ f

FIGURE 6.16 The noise spectral density for a white noise source. The power 
is distributed evenly over all frequencies up to some (extremely high) 
maximum cutoff frequency; if the amplitude of the power spectrum (known 
as the power spectral density) is ℘, then the power ΔP contained within a 
frequency range Δf is given by ΔP = ℘Δf.

†Or, more precisely, one whose autocorrelation is a delta function.
‡In reality, this can be true only up to some maximum cutoff frequency, or else the 
integrated power would be infinite. In practice, though, the cutoff frequency is 
sufficiently high as to be of no practical relevance to our discussion.  
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Unlike a resistor, a capacitor generates no noise.50 The voltage across 
the capacitor is fixed the instant the two electrodes are disconnected 
and thereafter undergoes no further thermal fluctuations, since the iso-
lated plates cannot spontaneously acquire additional charge through 
thermal motion. It is only when the plates of the capacitor are con-
nected by a resistor that fluctuations can arise. It follows that the only 
circuit element that contributes directly to the intrinsic noise character-
istics of the photodiode is the shunt resistance Rsh. It is possible to 
derive the following expression for the voltage variance per unit fre-
quency due to a resistor R (see Appendix and Usher50):

σV BRk T2 4� = (6.33)

The thermal noise can be alternatively expressed in terms of 
σ σI V R2 2 2� �= / , the mean-squared current per unit frequency flowing 
through the resistor

σ I
Bk T

R
2 4� = (6.34)

The current noise is therefore smallest for large values of the shunt 
resistance. Importantly, biasing the resistor has virtually no effect on 
the voltage and current fluctuations since it has the minor effect of 
superimposing a very small constant drift velocity on the (much larger) 
instantaneous velocities of the charge carriers. The thermal noise of a 
discrete resistor is therefore largely independent of the applied bias. In 
the specific case of a photodiode, the shunt resistor is in parallel with a 
diode, and both “components” contribute thermal noise (whose vari-
ances combine in a sum of squares manner). In short circuit, the diode 
resistance is much higher than the shunt resistance, and the shunt resis-
tance is therefore the dominant source of thermal current noise; at suf-
ficiently high applied biases, the diode resistance drops substantially, 
causing it to become the dominant source of thermal noise.

Shot Noise
The second major source of noise is shot noise, which is due to statis-
tical fluctuations in the flowing current caused by the discrete nature 
of the electrons. Consider an experiment in which we determine the 
number N of particles that flow through the external circuit in a meas-
urement time Δt. N will fluctuate randomly from one measurement to 
the next, but we can assign a mean μN and a variance σN

2� for the 
number of electrons detected per measurement. The mean current I is 
related to μN by

I
e

t
N=

μ
Δ (6.35)



 224 C h a p t e r  S i x  

and the current variance σI
2 is related to σN

2 by
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In situations where the motion of the individual electrons is com-
pletely uncorrelated, the number of electrons detected in the mea-
surement time Δt will be described by a Poisson distribution,50 for 
which the mean μ equals the variance σ2. Therefore the current vari-
ance can be written
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Since each measurement takes a time Δt to complete, the bandwidth B,
i.e., the highest frequency that can be measured (the Nyquist Fre-
quency) is given by

B
t

= 1
2 Δ (6.38)

The mean-squared variation in the current per unit frequency is 
therefore given by

σ
σ

I
I

B
eI2

2

2� = = (6.39)

which, from Eq. (6.11), can be written in the expanded form

σ I eI V eI V2 2 2� = +dark ph( ) ( ) (6.40)

The first term in Eq. (6.40) is zero when V = 0, meaning the shot noise 
is minimized (and hence the signal-to-noise ratio is maximized) for 
measurements obtained under short-circuit conditions. This mode 
(known as the photovoltaic mode) is the preferred mode of operation 
for high-precision measurements. Under an applied bias (the photo-
conductive mode), charges are extracted more quickly, allowing for 
improved speed and linearity, but this comes at the expense of 
increased shot noise. The signal-to-noise ratio (SNR) for a signal 
dominated by shot noise is given by

SNR = = ∝
σ1 2�

I
eI

I
I (6.41)

Shot noise is therefore most important at low photocurrents where 
the statistical fluctuations in the flowing electrons are most evident. 
In passing, we point out that Eq. (6.39) was obtained using Poisson 
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statistics and consequently applies only when the electrons behave as 
independent particles. Interactions between particles can lead to 
more or less noise than predicted by the shot expression. An impor-
tant example in inorganic semiconductor devices is the so-called 
flicker noise, which has a spectral energy density that varies as fα

where α ≤ 1; its precise origin is poorly understood and remains a 
subject of considerable debate.50 The effect of flicker noise is to increase 
the noise level above the shot limit at frequencies less than a few hun-
dred hertz, and whenever possible, it is advisable to work at appre-
ciably higher frequencies. We are aware of no studies investigating 
the existence of flicker noise in organic photodiodes.

Noise Equivalent Power
The noise equivalent power (NEP) is a useful means of characterizing 
the sensitivity of a detector. The NEP is the minimum detectable 
power and is formally defined as the incident power required to 
achieve a signal-to-noise ratio of 1. In a system dominated by shot 
and thermal noise, the total noise current per square root of band-
width is

�σ I
BeI V eI V

k T
R

= + +2 2
4

dark ph( ) ( ) (6.42)

To generate a photocurrent of equal size would require an incident 
power P SI( ) ( )/ ( )λ σ λ λ= � , and hence we obtain for the noise equiva-
lent power per square root of hertz

NEP
S

eI V eI V
k T
R
B� = + +1

2 2
4

( )
( ) ( )

λ dark ph (6.43)

6.5 Measuring a Current
The simplest way to measure a small current is to pass it through a 
large “sense” resistor and measure the associated voltage drop across 
the resistor (Fig. 6.17a). The current can then be determined by simple 
application of Ohm’s law. There are several problems with this 
approach, however. To obtain a reasonably sized voltage from a small 
current, a very large sense resistor is required; e.g., a gigaohm resis-
tance is required to generate a millivolt from a picoampere. The high 
resistance combines with the high capacitance of the photodiode to 
create a large RC time constant, which results in a sluggish response. 
For instance, a photodiode capacitance of 100 pF coupled to a gigaohm 
sense resistance yields a time constant of 100 ms, making it difficult to 
measure signals above 10 Hz. A faster response can be obtained by 
reducing the sense resistor, but the increased speed comes at the 
expense of reduced gain. The use of a large sense resistor also limits 
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the linear range since even a fairly small photocurrent can cause a 
significant voltage drop across the resistor. This has the effect of bias-
ing the photodiode and so reducing the internal field strength, which 
in turn lowers the quantum efficiency [see Eq. (6.9)]. So 300 pA 
through a gigaohm sense resistance would result in a 0.3 V bias across 
the photodiode—a significant fraction of the built-in potential (which 
is typically no more than 1 V). The (positive) biasing of the photodi-
ode causes a diminishing quantum efficiency with increasing light 
intensity, resulting in a problematically sublinear response.

6.5.1 The Transimpedance Amplifier
To avoid the above problems, it is common to use a transimpedance
amplifier (Fig. 6.17b) to convert the photocurrent to an easily mea-
sured voltage, an approach that beneficially achieves large signal 
gain, while also maintaining a fast speed of response and good linear-
ity (until the amplifier reaches saturation). The effectiveness of OPV 
devices as photodetectors is closely related to their performance in 
transimpedance circuitry, so it is useful to review here some basic 
aspects of operational amplifier (op-amp) theory. Our discussion is 
deliberately brief, and the interested reader is referred to standard 
texts for further information.51 It will be sufficient for our purposes to 
use ideal op-amp theory, in which it is assumed that the input imped-
ances of the two op-amp terminals are infinite and that no potential 
difference exists between them.

V = iRL
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+
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x
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~~ – iRf

FIGURE 6.17 (a) Using a sense resistor to measure a current. The voltage V across 
a known resistor R is measured, and the current i is determined from Ohm’s law. 
Using a sense resistor has several disadvantages, including poor linearity and slow 
response. (b) Using a transimpedance amplifi er to measure a current. The amplifi er 
generates an output voltage Vout = iR

f 
, where i is the current generated by the 

current source of the photodiode and R
f
 is the gain resistor. Using a 

transimpedance amplifi er overcomes many of the drawbacks associated with using 
a sense resistor (see main text).
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Ideal Op-Amp Behavior
In Fig. 6.17b we show a circuit for a transimpedance amplifier, where 
we have represented the photodiode in equivalent circuit form and, 
for now, we ignore the photodiode capacitance. The current source of 
the photodiode generates a current i which is split at node x into two 
parts ish and if that pass through the shunt and feedback resistances, 
respectively. (Note that no current is able to flow into the inverting 
terminal of the op-amp due to its infinite input impedance.) Clearly,

i i i f= +sh (6.44)

from which it follows directly that

i
V

R
V V

R
=

−⎛
⎝⎜

⎞
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+
−⎛

⎝
⎜
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⎠
⎟− −0

sh

out

f
(6.45)

where V− is the potential at the inverting terminal. After some rear-
rangement, this yields

V iR
R

R
Vf

f
out

sh

= − + +
⎛

⎝
⎜

⎞

⎠
⎟ −1 (6.46)

In ideal op-amp theory, feedback ensures there is zero potential dif-
ference between the inverting and non-inverting terminals. Hence, 
applying V− = V+ = 0, we obtain

V iR fout = − (6.47)

The input current is therefore converted to an output voltage by a 
transimpedance gain equal in value to the feedback resistor Rf.

In reality, although we have assumed V− = V+ , a very small poten-
tial difference Vout/A will exist between the input terminals since the 
output of an op-amp is related to the potentials at its input terminals 
by the gain equation

V A V Vout = −+ −( ) (6.48)

where A is the open-loop gain. From the perspective of the photodi-
ode, the transimpedance amplifier therefore resembles a load resist-
ance Reff where

R
V V

i
V A

i

iR A

i

R

A
f f

eff
out/ /

=
−

=
−

=
− −

=− +
( )

(6.49)
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(Note that in this calculation we have ignored the tiny fraction of 
the current that passes through the large shunt resistance of the 
photodiode.) In a good-quality op-amp, the open-loop gain can be 
100 million or more, so the effective resistance is much smaller than 
the feedback resistance. This enables a large current-to-voltage gain 
to be obtained without significantly biasing the photodetector and, 
hence, without compromising linearity or unduly sacrificing speed 
of response.†

Amplifier Offsets
In the above discussion we assumed ideal op-amp behavior, but 
real op-amps exhibit internal noise and offsets that must be taken 
into account when performing low light level measurements. The 
behavior of a real op-amp can be modeled using the equivalent cir-
cuit in Fig. 6.18. Two current sources are shown at the input termi-
nals of the op-amp which reflect the fact that real op-amps require 
small steady “input bias” currents to flow at their input terminals to 

–

+

IB
+

IB
–

VOS

FIGURE 6.18 Equivalent circuit for a real op-amp. Small input bias currents 
IB

− and IB
+ fl ow into the inverting and non-inverting inputs of the amplifi er, and 

an offset voltage VOS gives rise to an output voltage even when the input 
terminals are shorted. These current and voltage offsets lead to systematic 
errors in the output voltage.

†The cutoff frequency is now determined by the amplifier response and in 
particular by the size of the feedback capacitance (if any) that is used in parallel 
with the feedback resistor to reduce noise and improve stability; see Sec. Amplifier 
Stability.
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operate.51 The input bias current iB
- at the inverting terminal is split 

between the feedback resistor and the shunt resistance of the photo-
diode in exactly the same way as the current i generated by the pho-
todiode. Therefore iB

- adds directly to i and experiences the same 
transimpedance gain Rf, giving rise toa steady systematic offset DV ia

out

in the output voltage:

ΔV i Ria B f
out = − (6.50)

Also shown in the equivalent circuit is a small voltage source (or 
“input offset voltage”) vOS at the noninverting terminal, which 
accounts for the fact that real op-amps give out a constant output 
voltage when their input terminals are shorted. Referring to Eq. (6.46) 
and writing V− = V+ = vOS, the effect of the input offset voltage is to 
generate a systematic offset DVva

out in the output voltage:

ΔV
R

R
vva

fout

sh
OS= +

⎛

⎝
⎜

⎞

⎠
⎟1 (6.51)

The amplifier offsets can be minimized by selecting op-amps with 
the smallest possible values of iB

-  and vOS and by ensuring that the 
shunt resistance Rsh of the photodiode is as high as possible. In addi-
tion, most op-amps allow any remaining offset to be trimmed to 
zero using an externally applied voltage, although this is an imper-
fect solution due to natural drift in the offset voltage and bias cur-
rent over time.

Amplifier Noise
The input bias current and the amplifier offset voltage are subject to 
noise fluctuations. If we define the input noise current σ Ia

� to be the noise 
per square root of frequency on the input bias current, then by analogy 
with Eq. (6.50), the corresponding noise on the output voltage is given by

σ σ σIa Ia f Ia fR BRout = =� (6.52)

where B is the measurement bandwidth. And if we define the input
noise voltage σVa

�  to be the noise per square root of frequency on the 
offset voltage, then by analogy with Eq. (6.51), the corresponding 
noise on the output voltage is given by
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In fact this last equation isn’t strictly correct because we have over-
looked the capacitance Cd of the photodiode.† This can be taken into 
account by replacing the shunt resistance Rsh by the complex imped-
ance Zsh = Rsh | | ZC, where ZC = 1/(j2πfCd). The capacitance introduces 
a frequency dependence into the gain, and after integrating over all 
frequencies (see the Appendix), the root mean squared noise voltage 
at the output becomes

σ σ π
Va Va

f
d fB

R

R
C R Bout

sh

= +
⎛

⎝
⎜

⎞

⎠
⎟ +� 1

4
3

2
2

2 2 2 (6.54)

The transimpedance circuitry introduces one other noise source into 
the final amplified signal: thermal noise from the feedback resistor, 
which appears at the output with a root mean squared value:

σRf B fk TR Bout = 4 (6.55)

Combining all three noise contributions, we obtain a total root mean 
squared noise voltage at the output of
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Hence, dividing through by the amplified signal iRf, we obtain for the 
signal-to-noise ratio
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It follows from inspection of Eq. (6.57) that to maximize the signal-to-
noise ratio, we must

• Maximize the photocurrent i by collecting as much of the 
incident light as possible and ensuring the photodiode has a 
high quantum efficiency.

• Select an op-amp with small values of σ Ia
�  and σVa

� , i.e., one 
in which the input noise current and input noise voltage are 

†Note that we didn’t need to worry about the capacitance when dealing with the 
offset voltage because VOS has a constant dc value.
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both small; state-of-the-art op-amps have noise values in the 
nV Hz/ and fA Hz/  range.

• Use as large a feedback resistor as possible; although this 
increases the thermal noise from the feedback resistance, this 
drawback is outweighed by the improved signal gain.

• Minimize the measurement bandwidth B, ideally matching it 
to the signal bandwidth to eliminate extraneous noise at other 
frequencies; this can be done by adding a bandpass filter after 
the op-amp to reject unwanted frequencies.

• Maximize the shunt resistance of the photodiode, preferably 
ensuring it is at least as large as the feedback resistor, in order 
to minimize the effect of the amplifier voltage noise; fortui-
tously, maximizing the shunt resistance also minimizes ther-
mal noise from the photodiode.

• Minimize the capacitance of the photodiode (again to 
minimize the effects of amplifier voltage noise).

To determine what can feasibly be detected using an organic pho-
todiode, we estimate the output noise voltage based on typical per-
formance characteristics for a high-precision low-noise op-amp and 
for an organic PV device of area 1 mm2. We assume a noise voltage of 
8 nV Hz/  and a noise current 0.6 fA Hz/ —the data sheet specifi-
cations for the state-of-the-art AD795 op-amp from Analog Devices. 
We also assume a feedback resistance of 1 GΩ, which is about the 
highest that can be realistically used, and a shunt resistance of 1 GΩ
and a capacitance of 400 pF for the photodiode. Inserting these values 
into Eq. (6.57) and assuming a modest measurement bandwidth of 
1 kHz, we obtain a root mean squared noise voltage at the output of 
0.4 mV. This is equivalent to a root mean squared current noise at the 
input of 0.4 pA, implying, on the basis of the amplifier performance 
alone, it should be possible to measure currents of ~1 pA and above. 
The photodiode has a thermal noise of 0.1 pA and shot noise of 0.02 pA 
(assuming a photocurrent of 1 pA). The amplifier characteristics are 
therefore the main determiner of sensitivity. The measurement noise is 
lowered to approximately 0.1 pA if the photodiode capacitance is 
reduced by a factor of 10. Increasing the shunt resistance by a factor of 
10 leads to only a marginal reduction in the measurement noise.

Amplifier Stability
A final issue to note when using transimpedance amplifiers is stability. 
The photodiode capacitance and the feedback resistance together act as 
a low-pass filter that introduces a phase lag into the feedback loop, 
which approaches 90° at high frequencies. The op-amp itself introduces 
an extra phase lag that also approaches 90° at high frequencies, leading 
to a combined “lag” of almost 180°. Since the signal is fed back into the 
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inverting input, this leads to positive feedback; in consequence, any 
high-frequency noise that contaminates the signal can force the ampli-
fier into instability (sustained oscillations). The usual solution is to add 
a feedback capacitance in parallel with the feedback resistance, which 
reduces the gain at high frequencies (since the capacitor behaves as a 
low-impedance short) and so suppresses the high-frequency noise 
components, albeit at the expense of signal bandwidth. Stability issues 
can often be solved by careful amplifier selection, some amplifiers 
being more susceptible to oscillations than others.

6.5.2 The Charge Integrator
In situations where the photocurrent is significantly less than 1 pA, it 
may not be possible to achieve sufficient gain using a single-stage tran-
simpedance circuit since 1 GΩ is normally considered the highest prac-
tical value for the feedback resistor (1 GΩ × 1 pA = 1 mV). One solution 
is to use a two-stage amplifier, comprising an initial current-to-voltage 
stage followed immediately by a voltage amplification stage. This has 
the advantage of providing improved bandwidth since substantially 
lower gains can be employed at each stage. However, the increased 
bandwidth comes at the expense of increased noise: if the feedback 
resistor at the current-to-voltage stage is reduced by a factor α, the sig-
nal is reduced by the same factor α, but from Eq. (6.33) the thermal 
noise is reduced only by a factor α . To achieve the same overall sig-
nal gain, the voltage gain at the second stage must be equal to α so the 
noise contribution from the first feedback resistor is increased by a fac-
tor 1/ α α α× =  compared to the single-stage process.

An alternative, lower-noise, solution is to use a (single-stage) current 
integrator in which the feedback resistor is replaced by a (noise-free) 
feedback capacitor (Fig. 6.19). In this case, at low frequencies where the 
impedance of the photodiode capacitance is high, we can write:

i t i t i t if( ) ( ) ( )= + − −
sh B (6.58)

–
–

+
C

Cf

Rsh

Vout
~~ –Q/Cfi

ish iB

if

FIGURE 6.19 Simple circuit for an op-amp integrator, in which the feedback 
element is a capacitor. Using an integrator is usually the best way of 
measuring extremely small (sub-pA) currents.
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where t =  time 
 i =  current generated by the current source of the pho-

todiode
ish and if =  currents that flow through the shunt resistance 

and the feedback resistance, respectively
 iB

− =  input bias current, i.e., the current that flows into 
the inverting input of the op-amp

The current that flows through the feedback capacitor is propor-
tional to the rate of change of the potential difference across it.

i t C
d
dt

V V tf ( ) [ ( )]= −− out (6.59)

Hence, from Eqs. (6.58) and (6.59), we can write
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which, on integrating over a measurement time τ, yields 
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The left-hand side can be equated with the total charge Q created by 
the photodiode current source. Hence, we can write

Q
V

R
C V iB= − −− −τ

τ
sh

outΔ (6.62)

where

ΔV V Vout out out= −( ) ( )τ 0 (6.63)

which rearranges to give
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Ignoring ε for a moment, we can see that the voltage change ΔVout is 
proportional to the total amount Q of charge generated by the current 
source of the photodiode over the measurement time τ. And ε is an 
error term arising from the non-ideal behavior of the amplifier (namely, 
the effects of the DC offset voltage and the input bias current) and 
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increases linearly with the measurement time τ. Error ε is minimized 
by ensuring that (1) the shunt resistance is as high as possible; (2) the 
input bias current and dc offset voltage are as small as possible; and 
(3) the integration period is as short as possible, extending only over 
the time during which the device is illuminated.

To measure small currents, a small feedback capacitance should 
be used: a 1 fA input, a 1 pF feedback capacitance, and a 1 s measure-
ment time will, for instance, result in a 1 mV output. In use the feed-
back capacitance is discharged immediately prior to performing the 
measurement. As we will see later, current sensing via charge integra-
tion is especially useful for photodiode arrays.

6.6 The State of the Art
The message from the above discussion is clear: for fast low-noise 
amplification, we require photodiodes with low capacitances, high 
shunt resistances, and high quantum efficiencies over the spectral 
range of interest. In this section, we consider what is currently achiev-
able using organic photodiodes, and we speculate what might be 
possible in the future through improved device engineering and 
materials design.

6.6.1 Capacitance
As noted above, the capacitance densities of organic devices are relatively 
high, typically of the order of 300 pF/mm2 compared with around 
30 pF/mm2 for standard Si devices and 3 pF/mm2 for PIN devices. 
We are aware of no research that has specifically addressed the issue of 
minimizing the capacitance density of organic devices (while main-
taining good overall device performance). However, since the 
capacitance density is inversely proportional to both the electrode 
separation and the relative permittivity of the intervening medium, 
the obvious solution is to increase either the thickness d or the relative 
permittivity εr of the active layers. (The latter could be achieved by 
grafting easily polarized side-chain groups onto existing OPV mate-
rials, assuming it is possible to do so without unduly compromising 
their charge transport properties).† The principal challenge in both 
cases is to maintain a high quantum efficiency in spite of the reduced 
internal field strength, e.g., through the use of high carrier mobility 
materials. At the time of this writing, an order of magnitude reduc-
tion in capacitance densities to ~ 30 pF/mm2 seems quite realistic, 

†Conjugated macromolecules with permittivities as high as 900 were studied and 
reported52 in the 1960s, but we are not aware of any recent work that has sought to 
incorporate such materials into devices.
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which would put organic devices on a par with standard pn-type Si 
photodiodes; achieving substantially greater reductions, although 
possible, will probably prove challenging with existing materials 
systems.

Anyway, regardless of what might be possible in the future, 
organic photodiodes in use today have typical capacitance densities 
of a few hundred pF/mm2. In practical terms this means they are 10 
to 100 times slower than Si photodiodes and very much slower than 
APDs and PMTs. The transient characteristics of a typical P3HT:
PCBM photodiode of area 9 mm2 are shown in Fig. 6.20, obtained 
using a 50 Ω load resistance. The rise and fall times are 0.45 and 0.5 μs, 
respectively from which it follows from Eq. (6.31) that the cutoff fre-
quency is about 0.7 MHz. This compares with a rise time of 50 ns for 
a typical Si photodiode (Hamamatsu S6931) of similar area (6.6 mm2)
and with a comparable load resistance (100 Ω).

The OPV transients exhibit characteristic exponential charge and 
discharge profiles, indicating that the response speed is capacitance- 
limited in these devices (see fits to experimental data in Fig. 6.20). In 
large-area devices, the speed of response is determined by the RC 
time constant and therefore scales linearly with device area. When the 
device area is sufficiently small, the response time is no longer deter-
mined by the capacitance, but rather by the transit time τ, i.e., the 
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FIGURE 6.20 Transient response curve (black line) of a 9 mm2 ITO/PEDOT:
PSS/P3HT:PCBM/Al device in response to a stepped excitation source. The 
dotted line indicates a numerical fi t to exponential charging and discharging 
curves. (Data kindly provided by X. Wang, Imperial College London.)
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time required for the photogenerated charge carriers to pass through 
the thickness of the device. The transit time can be estimated from the 
drift velocity v = μE of the slowest charge carriers where μ is the 
mobility and E = (V - VBI)/d is the internal field strength. The transit 
time is therefore equal to

τ
μ μ

= = =
−

d
v

d
E

d
V V[ ] | |

2

BI
(6.66)

In the non-RC-limited regime, a device is expected to reach steady 
state within a few transit times, and hence the speed of response is 
maximized by using thin devices under a significant reverse bias. 
Punke and coworkers53 have reported the transient characteristics 
(Fig. 6.21) of ITO/PEDOT:PSS/P3HT:PCBM/Al photodiodes with an 
active layer thickness of 170 nm and an area of 0.2 mm2. The devices 
were excited at 532 nm using a frequency doubled Nd:YAG pulsed 
laser with a pulse width of 1.6 ns. They exhibited a quantum effi-
ciency of 12% at short circuit rising to 34% under -5 V operation. 
They had short (instrument-response limited) rise times of < 2 ns at 
all biases when connected to a 25 Ω load resistance. The fall times, 
however, were significantly longer and strongly bias-dependent, 
varying from 426 ns at short circuit to 36 ns under −5 V. They 
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determined a 1 MHz cutoff frequency at −5 V from the Fourier trans-
form of the impulse response (Fig. 6.21). This was limited by the slow 
turnoff characteristics of the device, and the fast turn-on characteris-
tics suggest significantly faster response is in principle possible; based 
on the < 2 ns rise time, a cutoff frequency of order 100 MHz would be 
expected.

6.6.2 Shunt Resistance
As discussed above, the shunt resistance influences both the thermal 
noise of the photodiode and the output noise voltage from the ampli-
fier, with it being important in both cases to maximize the shunt resis-
tance in order to minimize the noise. In this section, we will consider 
how the shunt resistance of an OPV device can be maximized, 
although we will find it more convenient to couch our discussion in 
terms of the reciprocal parameter

G
Rsh

sh

= 1
(6.67)

where Gsh is the shunt conductance. Conventionally, a shunt is consid-
ered to be a conducting filament that bridges the two electrodes, 
thereby bypassing the (high-impedance) active materials and so allow-
ing a sizable current to flow even at low applied biases.54, 55 The term 
shunt conductance, however, is used here (and elsewhere) in a more 
general sense, and it simply refers to the conductance of the photodi-
ode in the dark under (near) short-circuit conditions whatever its 
physical origin.

In a poorly fabricated device, physical shunts are indeed the 
major cause of the shunt conductance. The use of stringent fabrica-
tion procedures, however, can greatly reduce the shunt conductance; 
critical issues here include

• The amelioration of asperities in the (widely used) indium tin 
oxide anode, e.g., by using a thick surface coating of PEDOT:PSS

• The avoidance of pinhole defects in the active layer by using 
dust-free preparation and fabrication procedures (including 
rigorous filtering of all solutions)

• The avoidance of “harsh” deposition procedures for the 
top electrode; thermal evaporation at low temperatures is 
preferred

• Careful optimization of the processing conditions (such as 
solvent choice, active layer composition, spin speed, and 
annealing temperature), which strongly affect the film 
morphology
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Failure to adequately address these issues can result in disas-
trously high shunt conductances of 10−4 S or more. With care, though, 
it is possible to reduce shunt conductances below the 10−8 S level, 
corresponding to shunt resistances in excess of 100 MΩ. At this 
level, the residual conductance is most probably due to current 
flow through the active layer rather than shunts. In many OPV 
devices, ohmic contacts are present at one or both electrodes (since 
this maximizes the built-in field and is therefore beneficial for the 
quantum efficiency [see Eq. (6.5)]. In such situations, appreciable 
injection can occur from the electrodes into the active layer materi-
als even at very low biases. This is especially problematic for bulk 
heterojunction devices where the donor and acceptor materials 
can make continuous percolation pathways from one electrode to 
the other, providing effective shunts for injected holes and elec-
trons (Fig. 6.22a). (In discrete heterojunction devices, injected 
charges are blocked at the heterojunction, resulting in low dark 
currents and high shunt resistances.) The simplest way to mini-
mize the dark current in bulk heterojunction devices is to use a 
three-layer structure (Fig. 6.22b), in which pure regions of the 
donor and acceptor are located next to the anode and the cathode, 
respectively, and a uniform blended region exists in between. Any 
injected electrons (holes) that manage to pass through the bulk of the 
device are blocked on reaching the donor (acceptor) layer adjacent 
to the anode (cathode), resulting in extremely low dark currents 

(a)

(b)
CathodeAnode

p type n type n type
p type
surface layer

Continuous
shunt between
two electrodes

FIGURE 6.22 Schematic for (a) a standard single-layer bulk heterojunction 
photodiode and (b) a three-layer bulk heterojunction photodiode designed to 
minimize the shunt resistance by blocking leakage of injected charges.
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and very high shunt resistances. The data in Fig. 6.23 show the 
current-voltage characteristics of a carefully optimized 15 mm2

ITO/PEDOT:PSS/P3HT:PCBM/Al photodiode. The device is 
extremely resistive, exhibiting a short-circuit shunt resistance of 
~ 2 GΩ. Importantly, the OPV device remains highly resistive even 
under reverse bias, yielding a dark current of just 0.8 nA under 
−1 V applied bias (~1.25 GΩ). The shunt resistance of this device 
compares very favorably with the majority of silicon devices, 
which tend to have shunt resistances of a few hundred megaohms 
or less. A resistance of 2 GΩ is still some way below the very high-
est shunt resistances (of 50 GΩ or more) quoted for top-end silicon 
photodiodes, but we believe such high values will also be attain-
able using organic devices with further optimization.

6.6.3 Spectral Response
One of the most appealing aspects of organic semiconductor technol-
ogy is the ability to control the spectral properties of electronic devices 
through chemical design. In the case of organic photodiodes, the 
absorption spectrum of the active materials determines the wave-
length range over which the cell is active, and this can be controlled 
by appropriate tuning of the active layer materials. This is an impor-
tant advantage over traditional inorganic semiconductors, which 
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afford only limited opportunities for tuning. Organic materials can 
be designed to absorb strongly over a wide spectral range to create 
broadband photodetectors or over a more restrictive range to create 
wavelength-selective devices. The most widely studied OPV system 
is the P3HT:PCBM donor/acceptor combination, which has a rela-
tively narrow spectral range from about 300 to 650 nm (Fig. 6.13). In 
recent years—and driven primarily by the need to improve solar cell 
efficiencies—much research has focused on developing lower energy-
gap materials that can harvest a wider part of the solar spectrum.5, 56–59

In the context of photodiodes, these same materials systems are of 
interest for their wider spectral response. The donor-acceptor combi-
nation in Fig. 6.24a, reported by Wang and coworkers, provides one 
of the widest spectral ranges reported to date: both the donor poly-
mer APFO-Green1 and the C70-based acceptor molecule BTPF70 have 
absorption spectra that extend well beyond 1 μm.5 The active range of 
optimized bulk heterojunction devices based on these materials spans 
330 to 1000 nm (Fig. 6.24b), with the lower wavelength limit being 
due to absorption by the glass substrate. This is only marginally less 
than the spectral range of Si photodiodes whose long-wavelength 
sensitivity extends to about 1100 nm.
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In solar energy applications, there is an optimal band gap that, for 
a given illumination source, will yield the highest achievable power 
conversion efficiency: if the band gap is too high, few of the incident 
photons are absorbed; and if it is too low, much of the incident energy 
is wasted through internal conversion. The optimal band gap is vari-
ously estimated to lie between 1.0 and 1.5 eV, depending on the spe-
cific assumptions made (e.g., concerning the absorption spectrum, 
exciton binding energy, and light source). APFO-Green1 falls roughly 
in the middle of this range with a band gap of about 1.2 eV. In the case 
of photodiodes, no such optimum exists: the smaller the band gap 
ΔE, the lower the photocurrent onset energy and the wider the spec-
tral range (assuming, of course, that a functioning device can be 
made). At the time of writing, we are aware of no published work 
that has focused on ultralow band gap materials (ΔE << 1 eV). While 
such materials would be of little interest for solar energy applications 
(since they would yield extremely low power conversion efficiencies), 
they would be of great interest for photodiodes: for instance, a single 
device that could continuously harvest photons from < 300 nm up to 
3 μm would offer something genuinely new that conventional photo-
diodes are unable to deliver. The inorganic photodiodes with the 
widest spectral range are based on InGaAs which, when suitably 
optimized, are sensitive from 250 to 1700 nm.† These are expensive 
high-end photodetectors used for ultrafast applications; a low-cost 
organic alternative that offered comparable or wider spectral range 
would find many applications. A new generation of “black” organic 
semiconductors is now under development, which can absorb con-
tinuously from 300 to > 2500 nm. Also of interest are carbon nano-
tubes, which can absorb continuously up to 2000 nm.60 These materials 
have not yet been implemented in OPV devices—due to some 
processing issues—but could potentially offer much wider spectral 
ranges than could be achieved with other technologies.

6.6.4 Gain
As discussed in Sec. 6.1, PMTs and APDs are the most sensitive detectors 
available due to their internal gain processes. In the case of PMTs, the 
noise introduced by the gain process is virtually zero, and in well- 
optimized APDs it is little more than a factor of two. In both cases the 
resultant noise is far lower than would be incurred using an external 
amplifier of equivalent gain, and so it is possible to detect extremely low 
light levels right down to the single photon level. In OPV devices, under 
normal operating conditions, each incident photon can generate at most

†Tandem photodetectors (comprising a UV/Vis sensitive photodiode on top of 
an IR-sensitive photodiode) have also been reported, but do not appear to be in 
widespread use perhaps due to manufacturing complexity or cost.
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one electron-hole pair and so can contribute at most one electron to 
the external circuit. The absence of gain limits sensitivity and means 
that OPV devices are best compared to conventional (gain-free) pho-
todiodes. The question arises, whether it might be possible to achieve 
gain in organic photodiodes under any circumstances. There have in 
fact been several reports of OPV devices that, when operated under 
reverse bias, show anomalously high photocurrents (see Refs. 61 and 
62 and references therein). In these devices, the change in current ΔI
under illumination satisfies 

ΔI V
e

I V I V

e
( ) ( ) ( )

=
−

ℜlight dark � (6.68)

where ℜ is the rate at which photons strike the device. In other words, 
under illumination, the current changes by an amount that massively 
exceeds eℜ, seemingly implying that more than one electron is gener-
ated for each absorbed photon. This is shown in Fig. 6.25 for an 
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ITO/PEDOT:PSS/C60/bathocuproine/Al device where the multipli-
cation factor M = ΔI/eℜ is plotted against wavelength for a variety of 
applied biases.61 At first glance, these data seem to suggest that at a 
reverse bias of -4 V, as many as 40,000 electrons are generated in the 
external circuit for each absorbed photon. Needless to say, this is not 
the case, and in reality the effect is photoconductive rather than pho-
tovoltaic. The behavior is encountered when there is strong trapping 
of one or both of the charge carriers. We consider here the situation in 
which both charge carriers are trapped. As previously described, the 
current Iphoto under illumination can be divided into two parts: a pho-
tovoltaic part Iph due to the continuous conversion of absorbed pho-
tons into electron-hole pairs and a photoconductive part IVphoto  due to 
the applied bias.

I I IVphoto ph photo+ + (6.69)

In the dark state under a reverse bias Vrev , the current is entirely 
photoconductive and is very low due to repeated trapping and (slow) 
detrapping of the electrons and holes. Under illumination, some of 
(or all) the trap sites are filled by the photogenerated charges, leading 
to an increase in the mobilities of the remaining untrapped charges. 
This in turn causes a reduction in the resistance R of the device and 
changes the photoconductive current by an amount
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(6.70)

where the resistance R depends on both the bias  Vrev  and the rate ℜ
at which photons strike the device: if ΔIV  photo>ℜ/e, the illusion of 
gain will be given, although in reality the effect is entirely photocon-
ductive in origin.

Although photoconductive OPV devices can undergo large 
changes in current in response to very small light intensities, they 
have two main drawbacks: First, they tend to exhibit poor linearity 
since the effective charge mobilities need not increase linearly with 
the light intensity. Second, since by definition they have massively 
reduced impedance under illumination, they suffer from considera-
ble thermal noise. They do not therefore exhibit the virtually noise-
free cascade amplification processes found in PMTs and APDs and 
hence will never offer comparable levels of sensitivity. It may yet be 
possible to develop organic devices that exhibit genuine internal gain, 
but this is likely to require the development of new OPV materials 
that exhibit high carrier mobilities and are able to tolerate the high 
fields required for impact ionization.
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6.7 Technology and Applications
In this final section, we consider some of the applications to which 
organic photodiodes have so far been applied. This list is in no sense 
intended to be exhaustive, and given the vast number of uses to 
which photodetectors have historically been put, it is inevitable that 
many new applications will be found in the coming years.

6.7.1 Printed and Flexible Devices
The ability to process conjugated polymers (and an increasing number 
of small molecules) from solution opens up considerable opportunities 
for cost savings, relative to conventional inorganic semiconductors. 
The usual method for “one-off” laboratory-scale device fabrication is 
spin-coating, a very reliable process that yields high-quality uniform 
films but involves significant materials wastage. The on-demand 
nature of printing methods results in efficient materials usage and 
offers an attractive means of making complex structures such as 
one- and two-dimensional sensor arrays. The most developed tech-
nique for organic semiconductor devices is inkjet printing, in which 
a small droplet of solvent containing the active materials is pro-
pelled from a chamber or head usually by piezoelectric expansion. 
Hoth and coworkers, for instance, reported a 2.9% organic solar cell 
(Fig. 6.26),63 which—although still some way below the ~5% efficien-
cies achievable with spin-coated devices—indicates the potential of 
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the inkjet approach. In addition, a range of conventional contact-
based printing and coating techniques are under development, e.g., 
gravure, flexographic, screen, and offset printing. These techniques 
have not been widely used for photodiode applications, although they 
are all being intensively investigated for solar energy applications. 
Contact methods, although still at an early stage of development, show
considerable promise: Tobjork et al., for instance, fabricated a flexible 
solar cell with 0.74% power conversion efficiency using a gravure 
coating technique,64 and Sakai et al. used screen printing to fabricate 
a bulk heterojunction solar cell reaching 2.35%.65 The possibility of 
using printing methods to fabricate large continuous and pixelated 
photodetectors offers exciting opportunities. The largest single-
element detector currently available is a 20 in photomultiplier tube, 
and the largest two-dimensional sensors are approximately 2000 cm2.
Printed OPDs offer the prospect of creating much larger devices at 
significantly lower cost.

The best OPV devices are currently fabricated on rigid glass sub-
strates coated with ITO, and so they do not make full use of the 
processing advantages of organic materials. In particular, they do not 
exploit the potential for low-cost large-area reel-to-reel manufactur-
ing, which requires the use of a conformable substrate. Accordingly, 
in recent years, many researchers have sought to fabricate organic 
devices on flexible ITO-coated plastic substrates.66–69 Brabec and co-
workers at Linz, for instance, have reported 6 cm × 6 cm PV devices 
on ITO-coated plastic substrates with solar power conversion effi-
ciencies of 3%.70 The use of such substrates, however, presents two 
significant technological problems. The first problem is that plastics, 
unlike glass, are highly permeable to oxygen and water, so additional 
barrier coatings must be incorporated into the substrates to prevent 
contamination (and associated degradation) of the active layer. These 
barrier coatings must balance the need for extremely low permeabil-
ity (which, generally speaking, calls for thick and dense barrier coat-
ings) with the conflicting needs for high transparency and flexibility 
(which require that the barrier layers be as thin as possible). One 
option is to use a single layer of material such as silicon oxide, which 
exhibits an extremely low permeability to oxygen and water. In prac-
tice, however, this approach is ineffective since unavoidable pinhole 
defects in the oxide layer provide pathways for moisture to reach the 
active layer. The most successful barrier coatings to date use a stack 
of different materials, e.g., alternating thin layers of polymer and 
ceramics, to create a highly impermeable film. Pinhole defects are still 
present in these composite films, but they generally extend across a 
single layer only and hence do not create continuous moisture path-
ways to the active layer. Today’s barrier coatings still lack the degree 
of transparency and flexibility one ideally requires, and further devel-
opment is needed in this regard.
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The second problem is that plastics suffer from significant ther-
mal shrinkage and are therefore only suited to low-temperature 
processing methods. ITO by contrast should ideally be deposited and 
annealed above 350°C to achieve optimal film quality.71 The deposi-
tion of ITO on plastic substrates must be carried out at significantly 
lower temperatures, resulting in porous films with lower conductiv-
ity, reduced transparency and poorer substrate adhesion, which leads 
ultimately to reduced device quality.71 These issues, together with the 
tendency of ITO to crack when the substrate is bent, have led research-
ers to seek alternative anode materials for flexible applications. A 
variety of materials systems have been proposed including other 
metal oxides,72 thin metallic films,73 polymer-metal composites,71

polymer-fullerene composites,74 and conducting polymers.75–83 Con-
ducting polymers are especially appealing because they can be depos-
ited over large areas using printing methods, with obvious potential 
for reel-to-reel implementation. There are still considerable issues to 
be addressed before conducting polymers become a suitable replace-
ment for ITO––most notably the need for improved transparency and 
conductivity––but materials such as polyaniline and PEDOT:PSS 
already show considerable promise as polymeric anodes. PEDOT:
PSS is used extensively as an antistatic coating in the photographic 
film industry, where it is deposited from water-based solution by roll-
to-roll coating.

In recent work, Huang et al.81, 83 have reported efficient ITO-free 
P3HT:PCBM based organic photodiodes using flexible polyethylene-
terephthalate (PET) substrates coated with PEDOT:PSS (Fig. 6.27). The 
devices were fabricated by depositing a patterned layer of PEDOT:PSS 
directly on a PET substrate, followed by a spin-coated film of the 
donor/acceptor blend, and finally a thermally evaporated aluminum 
cathode. The devices had high external quantum efficiencies of 58%, 
comparable to similar devices fabricated on rigid glass substrates, indi-
cating that PEDOT:PSS is a credible replacement for ITO in organic 
photodetectors.† Importantly, the devices had low dark currents of 
1.5 pA/mm2 under near short-circuit conditions, slightly lower than 
comparable devices fabricated on ITO-coated glass. Moreover, they 
exhibited very low dark currents under reverse bias, rising to just 
0.12 nA/mm2 at a reverse bias of 1 V––nearly three orders of magni-
tude lower than a comparable device on ITO-coated glass.

†PEDOT:PSS is currently less suitable as an anode material for organic solar cells 
due to its relatively high resistivity (e.g., 1 Ω . cm for the Baytron P formulation84),
which causes significant internal energy dissipation in the PEDOT:PSS contact. 
However, new materials systems such as vapor-phase polymerized PEDOT85

(which eliminates the need for insulating PSS) are starting to challenge indium tin 
oxide in terms of conductivity and transparency. These efforts may ultimately lead 
to high-efficiency solar cells based on PEDOT or a similar conducting polymer.
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6.7.2 X-Ray Imaging
In X-ray imaging (XRI), a uniform source of X-rays is passed through 
an obstacle––often human tissue––and the transmitted light is 
detected using a two-dimensional panel of photodiodes. X-rays are 
difficult to focus, and the XRI panels must therefore be at least as 
large as the objects they are used to image. Crystalline silicon wafers 
are available only with diameters up to 300 mm, and for substantially 
larger applications, amorphous semiconductors must be used. The 
most widely used material for XRI is amorphous silicon (a-Si).86 How-
ever, due to its low atomic mass, a-Si is unable to detect X-rays directly 
and must be used in conjunction with a scintillator screen that emits 
visible photons when struck by X-rays. Higher atomic mass materials 
such as amorphous selenium (a-Se) can detect X-rays directly and 
hence do not require a scintillator. Both a-Si and a-Se can be deposited 
onto large-area substrates by chemical vapor deposition, and panels 
of up to about 1600 cm2 are currently available.87 However, due to the 
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complexity of the fabrication process, the panels are expensive, and 
there is significant interest in alternative technologies that would per-
mit larger panels to be fabricated at substantially reduced cost.

OPV devices are especially appealing in this respect due to their 
excellent optoelectronic characteristics and their amenability to large-area, 
low-cost printing. The use of flexible plastic substrates raises the possi-
bility of creating low-cost, large-area conformable panels that can adapt 
to the shape of the object or the radiation source, offering superior reso-
lution and imaging capabilities. With these benefits in mind, Blakesley 
and Speller87 undertook a conceptual feasibility study to determine 
whether OPV panels could provide a viable alternative to existing panel 
technologies.87  They modeled the behavior of an OPV array on top of an 
a-Si backplane of thin-film transistors as shown in Fig. 6.28. The operat-
ing principle of the OPV panels is most easily understood by considering 
a single pixel, which comprises a photodiode and an associated transis-
tor. The anode of the photodiode is held at a fixed negative potential Vb,
and the cathode is connected to the source terminal of the transistor. The 
drain terminal is connected to the inverting input of an op-amp integra-
tor. The non-inverting input of the op-amp is permanently grounded, 
and so the inverting input behaves as a virtual earth. To start, the pixel is 
reset by opening the gate, causing a reverse bias of approximately Vb to 
be applied to the photodiode and thereby charging the capacitor to this 
value. The pixel is then disconnected from the integrator by closing the 
gate. The pixel is illuminated, which generates a negative photocurrent 
that partially discharges the capacitor. The pixel is then reconnected to 
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FIGURE 6.28 A simple passive pixel circuit for an organic photodiode array. 
(Adapted with permission from Ref. 87, American Association of Physicist in 
Medicine, 2008.)
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the integrator by opening the gate, and the photodiode capacitor is 
recharged to a value Vb. This requires an amount Q of charge to flow 
that––assuming an ideal transistor with infinite off resistance and zero 
on resistance––is equal to the charge generated by the photodiode. The 
integrator generates an output voltage that is proportional to Q, which is 
then read using an analog-to-digital converter (ADC). The panel oper-
ates in a similar way, except there is one integrator/ADC for each col-
umn of the array, and the pixels are read on a row-by-row basis. The 
pixels are first reset by opening and closing their gates. They are then 
briefly illuminated with the X-ray image. The pixels in the first row are 
selected by opening their gates and read as described above. The first 
row is deselected, and the read process is repeated for each row in turn.

The dark current is an important source of error in photodiode 
sensor arrays. There is a delay between resetting each pixel and read-
ing its charge, during which a dark current will flow; each photodi-
ode is reverse-biased, so the dark current flows in the same direction 
as the photocurrent and leads to faster discharging of the pixels. To 
correct for this effect, the measurement can be repeated in the dark 
and the background count subtracted from the signal count. This pro-
cedure is valid, however, only if the dark currents are the same for the 
two measurements. In reality, the dark current changes continuously 
as the capacitor discharges and the device bias diminishes. A signifi-
cant change in the device bias would also reduce the quantum effi-
ciency, leading to non-linear behavior. The change ΔV in the device 
bias due to the photogenerated charge Q is given by

ΔV
Q
C

= (6.71)

Hence, a large pixel capacitance will minimize the change in the 
device bias and so enable an accurate dark current correction to be 
made. At the same time, too high a capacitance will generate exces-
sive thermal noise and lead to extended readout times. Interestingly, 
Blakesley and Speller found a photodiode capacitance in the region 
of 1 to 20 pF to be optimal for a 100 μm × 100 μm pixel, which com-
pares to about 4 pF for a typical organic photodiode of that size. This 
is one application where the high capacitance density of organic pho-
todiodes is not an issue and, if anything, it is a little low (and so needs 
supplementing with an external capacitor). Blakesley and Speller fur-
ther reported that OPV panels on a plastic substrate could offer sig-
nificant improvements in terms of resolution and X-ray detection 
efficiency, and would be competitive with existing technologies pro-
viding the individual photodiodes had a quantum efficiency of 40 to 
50% and a dark current density of less than 10 pA/mm2. The authors 
concluded that “research in the future needs to focus on reducing 
dark currents to less than 10 pA/mm2 while maintaining quantum 
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efficiencies of ideally 40–50% or greater.” In practice, as we have 
shown above, these performance levels are quite achievable using 
devices available today, so organic photodiode X-ray imagers have 
very considerable promise.

There have been relatively few reports of OPD-based XRIs, but 
Street and coworkers have reported a prototype 512 × 512 array with 
a pixel size of 100 μm × 100 μm. Their system used a back plane of a-
Si TFTs, which was coated with a simple continuous layer of the 
organic sensor material (see Fig. 6.29a). The address circuitry for each 
pixel was similar to Fig. 6.28 and comprised an a-Si thin film transis-
tor, a 0.4 pF storage capacitor, the address lines, and a contact pad to 
the photodiode. The organic photodiode itself was based on a dis-
crete heterojunction geometry, comprising a 300 nm vacuum-deposited 
layer of benzimidazole perylene (BZP) and a 10 μm blade-coated hole 
transport layer of tetraphenyldiamine (TPD) dispersed in a binder.†

The pixels were completed with a semitransparent layer of evapo-
rated Au/Pt. Finally, a GdO2S2:Tb scintillator screen (which emits at 
550 nm) was placed on top of the array. Figure 6.29b shows an XRI 
image obtained using the panel; detailed performance characteristics 
were not provided.

The detectors in XRI systems experience varying amounts of X-
ray exposure depending on factors such as the X-ray source intensity, 
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FIGURE 6.29 (a) Cross section of a pixel in an X-ray imaging circuit comprising an 
organic photodiode and an amorphous silicon driver. (b) Photograph of an X-ray 
image obtained with the sensor array. (Reprinted from Ref. 88. Copyright 2002, with 
permission from Elsevier.)

†The large thickness of the TPD layer was intended to minimize the dark current 
although, as shown above, with careful fabrication a conventional thin-film 
structure would suffice. The hole mobility in the TPD layer was reported to be 
about 10−5 cm2/(V . s), which corresponds to a transit time of 3 ms under a 20 V 
reverse bias, which is broadly sufficient for video imaging purposes.
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physical configuration, choice of substrate material, and frequency of use. 
X-ray exposure can cause a number of chemical changes in polymeric 
materials––cross-linking, chain scission, ionic desorption, etc.––and 
hence might be expected to degrade optoelectronic properties. Keiva-
nidis and coworkers89 investigated the aging of a variety of OPV 
devices under cumulative radiation doses of up to 500 Gy––typical of 
the total exposure experienced by a diode array inside a chest X-ray 
system over its full operational lifetime. The researchers considered 
three separate bulk heterojunction systems based on three commonly 
used donor-acceptor complexes: P3HT:PCBM, F8BT:PDI, and TFB:
PDI (Fig. 6.30). The devices were fabricated by spin-coating a 70 nm 
layer of PEDOT:PSS onto ITO-coated glass substrates, followed by a 
100 to 200 nm layer of the blended active material, and finally a 70 nm 
layer of evaporated aluminum. The spectral response curves were 
measured before and after exposure to 500 Gy X-ray radiation through 
the glass substrate. The P3HT:PCBM device showed a 17% reduction 
in quantum efficiency due to X-ray exposure, compared to 2% for 
F8BT:PDI and 3% for TFB:PDI. The dark currents of all three devices 
were unaffected by X-ray exposure. The reduction in the quantum 
efficiency of the P3HT:PCBM device was tentatively attributed to 
the effects of secondary electrons, which are released when X-rays 
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FIGURE 6.30 Chemical structures of three donor/acceptor complexes tested by 
Keivanidis and coworkers for stability against X-ray-induced degradation. (Reprinted 
with permission from Ref. 89. Copyright 2008, American Institute of Physics.)
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interact with glass, and it was suggested that improved stability 
against might be achieved using plastic substrates. The other two 
material systems exhibited a remarkable tolerance to X-ray exposure, 
and it is apparent from these studies that organic materials are able 
to withstand the lifetime X-ray doses experienced in standard XRI 
applications.

Although we have focused here on XRI applications, there are a 
number of other applications where large-area imagers would be of 
value. The most obvious, perhaps, is document scanning where an 
extended 2D image sensor offers the possibility of faster image acqui-
sition than conventional moving 1D scanners, while also removing 
the need for mechanical parts. Other applications where large-area 
scanners could be of great utility are X-ray crystallography and neu-
tron detection, the latter being widely used in industry to detect cor-
rosion. The above 2D sensors used amorphous silicon back panels to 
address the pixels, and hence did not make full use of the low-cost 
processing advantages offered by organic devices. Someya et al. have 
demonstrated a paper-thin image scanner on a plastic PEN substrate 
that combines organic photodiodes with organic transistors (Fig. 6.31).90

The organic photodiodes were fabricated using bilayers of copper 
phthalocyanine and 3,4,9,10-perylene-tetracarboxylic-diimide (see 
Fig. 6.7). The transistors used pentacene as the active material and 
polyimide as the gate dielectric, and had a top-contact geometry with 
a channel length of 18 μm and a mobility of 0.7 cm2/(V . s). They had 
reasonable on/off ratios of up to 105. The individual pixels exhibited 
good linearity up to 100 mW/cm2. The array comprised 5184 pixels 
and had an effective sensing area of 5 × 5 cm2 with a resolution of 36 dpi. 
Its thickness was 0.4 mm and it weighed just 1 g, making it especially 
attractive for portable electronic applications. The flexible array was 
able to distinguish black and white patterns (Fig. 6.31b) and could be 
used to accurately scan images on a curved surface.

Photodiode

(a) (b)

PEN
Parylene

Laser via

Laser via

Gate
dielectric

PEN

Au (source)Au (gate)

Pentacene

Au (drain)

Au (cathode)

PTCDI (N)

CuPc (P)

ITO
(anode)

Transistor

Parylene
Silver paste

FIGURE 6.31 An all-organic scanner comprising organic transistors and organic 
photodiodes.(Reprinted with permission from Ref. 90. Copyright 2005 IEEE.)
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Finally we note that the above discussion has focused on passive 
pixel sensors (PPSs), in which the transistor is used merely as a means 
of controlling the connection of the photodiode to an external ampli-
fier. This kind of approach is appropriate for large-area applications 
where cost considerations mean it is impractical to provide each pixel 
with its own dedicated amplifier circuitry. However, PPS systems do 
not provide in situ amplification and can suffer from excessive noise 
arising from the capacitance of the data lines. In active pixel sensors 
(APSs), every photodiode has three or four dedicated transistors that 
play the dual role of pixel selection and in situ amplification. Tedde 
et al. have shown91 that APS panels provide superior signal-to-noise 
performance and improved scalability to large-area panels, albeit at 
the expense of increased circuit complexity. Using a pixel circuit com-
prising an OPD on top of three a-Si TFTs, they were able to achieve a 
detection limit of 1 μW/cm2 compared to 6 μW/cm2 for a comparable 
PPS system. They reported good signal linearity and an in situ ampli-
fication of up to 10 using the APS pixel circuitry.

6.7.3 Diagnostics
The low-cost nature of organic semiconductor devices raises exciting 
opportunities in the areas of point-of-care and self-test diagnostics. 
These markets are notoriously price-sensitive and have historically 
been dominated by products with manufacturing costs in the cents to 
low dollars range. The current state of the art in this price bracket is 
the lateral-flow test,92 which is the technology behind home fertility 
and pregnancy tests and involves a simple color change in response 
to an analyte of interest. Lateral flow tests are qualitative (or at best 
semiquantitative), typically offering results of the yes/no or high/
medium/low variety. In many situations, however, quantitative data 
are required. The medical practitioner, for instance, may need to 
monitor the progression of a disease or the efficacy of a pharmaceuti-
cal treatment by determining the precise concentration of a specific 
biomarker. This currently requires that a blood or urine sample be 
sent to a remote laboratory where a quantitative assay is carried out 
using conventional analytical chemistry procedures. The ability to 
carry out such tests directly at the point of care would bring signifi-
cant benefits: in particular, it would eliminate the need for patients to 
make repeat visits, thereby freeing up clinician’s time, bringing for-
ward the initiation of treatment, improving recovery prospects, and 
lowering treatment costs. Importantly such tests could also be 
deployed in developing countries that lack the centralized infrastruc-
ture needed for conventional testing, and hence would help address 
serious deficiencies in current health care provision.

There are relatively few technologies that offer a viable low-cost 
solution to quantitative point-of-care chemical analysis, but one prom-
ising approach is the use of microfluidic devices.93 The microfluidics 
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field aims to transform the analytical sciences, using techniques devel-
oped in the silicon processing industry, to engineer miniature devices 
on which chemical and biological processing can take place under pre-
cisely controlled conditions. Miniaturization of chemical processing 
provides significant advantages over conventional systems. These 
include (1) reduced analysis times, (2) cost reductions through down-
scaled fabrication and reduced consumption of reagents, (3) superior 
control of reaction conditions, (4) enhanced ability to carry out parallel 
processing, and (5) the ability to perform in-the-field or point-of-care 
measurements. Typical microfluidic devices are fabricated by forming 
continuous channels in silicon, glass, or plastic substrates and then 
sealing the channels using a second substrate as a lid (Fig. 6.32). All the 
standard chemical processing steps can be carried out in microfluidic 
devices, e.g., filtering, mixing, heating, cooling, separation.

The workhorse of clinical diagnostics is the immunoassay.92 In 
simple terms, an immunoassay is a biochemical test that quantita-
tively measures the presence of a specific analyte in a biological fluid 
(usually serum, urine, or saliva) using the specific reaction of an anti-
body to its antigen. The final signal is usually optical, e.g., a qualita-
tive color change or a quantitative absorption or emission signal. 

FIGURE 6.32 Typical microfl uidic devices. (Picture courtesy of Wikipedia.)
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Basic blood chemistry panels comprising 10 to 20 quantitative tests 
are typically analyzed using automated benchtop instruments located 
in a centralized laboratory. The ability to replace such instruments 
with low-cost disposable devices would transform modern health 
care, allowing immediate on-the-spot testing. Immunoassays are 
readily integrated into microfluidic devices94–96 and, importantly, can 
be implemented using capillarity-based fluid delivery schemes that 
passively draw the sample into the chip from an entry port without 
the need for external pumps. The microfluidic platform is therefore a 
promising basis for an entirely self-contained diagnostic device.

Microfluidic devices have shown themselves to be highly effec-
tive for laboratory-based research, where their superior analytical 
performance has established them as efficient tools for complex tasks 
in genetic sequencing, proteomics, and drug discovery applications. 
However, to date they have not been well suited to point-of-care or 
in-the-field applications, where cost and portability are of primary 
concern. Although the chips themselves are cheap and small, they are 
generally used in conjunction with bulky (off-chip) optical detectors, 
which are needed to quantify the optical signal. Although there have 
been some attempts to integrate optics within the chip structure itself, 
few have demonstrated the high levels of integration demanded of a 
point-of-care stand-alone system.

One promising option for creating integrated light sources and 
detectors is the use of organic semiconductor devices.97–99 In use, the 
organic light-emitting diode (OLED) and photodetector are arranged 
in a face-on geometry on the top and bottom surfaces of a microflu-
idic chip with a channel in between (Fig. 6.33): biolabels present in 
the detection volume of the channel absorb photons from the LED 
which they may subsequently reemit as lower-energy photons. 

Light

pLED

Light

Detector

Glass

Glass

FIGURE 6.33 Detection geometry for integrated emission and absorption 
measurements in microfl uidic devices.
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Depending on the nature of the optical filtering employed, the photo-
diode detects the intensity of either the transmitted light from the 
OLED or the emitted light from the biolabel; either way, it is possible 
to deduce the concentration of the biolabel (and hence the analyte). 
Importantly, by splitting the sample stream, it is possible to perform 
multiple immunoassays in parallel, which can be monitored using 
separate LED/photodetector pairs. In an alternative configuration, 
the need for the OLED light source can be eliminated altogether by 
using a chemiluminescent assay that generates its own emission.98

Chemiluminescence (CL) reactions typically involve the formation of 
a metastable reaction intermediate in an electronically excited state, 
which subsequently relaxes to the ground state with the emission of 
a photon. CL is particularly attractive for portable microfluidic assays, 
because the CL reaction acts as an internal light source, thereby low-
ering instrumental requirements and significantly reducing power 
consumption and background interference compared to fluorescence 
assays.

Figure 6.34a shows a prototype device developed by Molecular 
Vision Ltd. for absorption- or fluorescence-based detection of a single 
analyte. The prototype device comprises a filtered blue OLED light 
source in the lid. The base of the demonstrator contains an organic pho-
todetector with integrated filtering plus transimpedance amplifier and 
readout electronics. In a fluorescence configuration––the most sensi-
tive and versatile of the three detection methods––the system is able to 
detect fluorescent beads in the picomolar concentration range, which is 
sufficient for a wide range of diagnostic tests (Fig. 6.35). Figure 6.34b

(a) (b)

FIGURE 6.34 (a) Early prototype device for emission- and absorption-based 
chemical assays. (b) Recent version offering capability for multiple-analyte 
testing. (Reproduced with permission from Molecular Vision Ltd.)
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shows a newer prototype device that offers equivalent performance 
capabilities in a smaller format and allows for the testing of multiple 
biolabels in parallel.

The above prototype devices confirm the feasibility of using 
organic devices for sensitive diagnostic testing, but conform to the 
familiar “cartridge plus reader” format, in which a disposable test 
device is plugged into a reusable reader that contains the optics and 
detection electronics. The real value of using organic devices will be 
realized in future work where the organic light sources and photode-
tectors will be directly printed onto the microfluidic chip itself. While 
adding only marginal size, weight, and cost to the microfluidic devices,
this would improve detection efficiencies (by bringing the optics into 
closer proximity to the reaction channel), enable easy parallel inter-
rogation of multiple-reaction channels, and eliminate the need for a 
separate reader. (In one possible format, the microfluidic device could 
be plugged into the data port of a mobile phone. The phone would 
provide power, data processing and display capabilities, removing 
the need for a dedicated reader.) The combined OLED/microfluidic/
OPV architecture offers a promising route to low cost self-contained 
panel tests that would be difficult to implement at the necessary price 
point using standard inorganic components. There are numerous 
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FIGURE 6.35 Dose-response curve for fl uorescent beads obtained using 
the prototype device shown in Fig. 6.34a. (Reproduced with permission 
from Molecular Vision Ltd.)
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other potential applications of organic devices in chemical and bio-
logical analysis, many of which are described in other chapters of this 
book.

6.8 Conclusions
This chapter has focused on the emerging field of organic photodi-
odes. OPDs have received far less attention than the other major 
organic devices, but it is fast becoming clear that they hold very 
great promise as photodetectors, combining excellent optoelectronic 
performance with simple scalable processing and thin, lightweight, 
flexible form factors. There are already a few obvious application 
areas where these benefits have been recognized, and OPV devices 
are being used to significant advantage (albeit at a precommercial 
level at present), and many more are bound to emerge in the coming 
years. In writing this chapter it is our hope that more researchers 
will be encouraged to turn their attention to OPD development. 
The vast majority of organic photodetector research to date has 
been carried out as a curiosity-driven offshoot of standard solar 
cell research, rather than a discipline in its own right. This is unfor-
tunate as the technical challenges involved in designing high-
performance OPDs are quite distinct from those involved in 
designing efficient solar cells. New materials systems, device 
architectures, and fabrication techniques are urgently needed if 
OPD technology is to progress sufficiently to challenge the incum-
bent competition. These advances, however, are only likely to 
come about as the result of a dedicated research effort focused 
squarely on OPD optimization. The organic photodetector field offers 
some fascinating scientific challenges and tremendous technological 
opportunities, and we wholeheartedly encourage the interested 
researcher to get involved.

Appendix: Noise Analysis 

Determining the Thermal Noise of a Resistor
In an RC network, the resistor is the only circuit element that contrib-
utes thermal noise.51 Hence, to determine the noise characteristics of 
a resistor, we can consider a simple RC circuit, knowing that all noise 
in the circuit is directly attributable to the resistor. We model the resis-
tor as a (mythical) noise-free resistor R in series with a noise source of 
unknown amplitude σV

�  per square root of frequency. The situation 
is depicted in Fig. 6.36 where it is apparent that the resistor and 
capacitor act as a potential divider for the noise source.

In the case of a white noise source, a noise source of frequency f
and bandwidth Δf will generate an amount σV f� Δ  of noise. Treating 
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the capacitor and resistor as a potential divider, the corresponding 
voltage σVC across the capacitor is given by
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Hence, squaring and integrating over all frequencies, we obtain for 
the total noise variance 
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Rearranging, we obtain
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where 〈U〉 can be identified as the time-averaged energy stored by the 
capacitor.51 From the equipartition theory of classical thermodynam-
ics,51 〈U〉  is equal to 1/2kBT. Hence, we obtain for σV

2�

σV Bk TR2 4� =

R

C

Noise-free
resistor

Voltage
noisesource

σV
∼

R + ZC

ZCσVC(f ) = σV Δf∼

FIGURE 6.36 A noisy resistor can be represented by a noise-free resistor in 
series with a noisy voltage source. The noise due to the resistor can be 
determined by considering the behavior of an RC circuit.
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Calculating the Output Noise Voltage
From Eq. (6.32), a noise component σVa

� of frequency f and bandwidth 
Δf will perturb the potential of the inverting input of the op-amp by 
an amount σVa(  f  ) = σVa

� ( f ) Δf . Using Eq. (6.53) and taking into 
account the capacitance Cd of the photodiode, this noise component 
will appear at the output amplified by an amount [1 + Rf/Zsh( f )]
where
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The output noise variance per unit frequency due to this noise com-
ponent will therefore be
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Hence, integrating over the full measurement bandwidth, we obtain 
for the total mean squared noise at the output
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7.1 Introduction
The field of organic optoelectronic devices is steadily growing.1 One of 
the most prominent applications is the use of organic light-emitting 
diodes (OLEDs) in small displays, e.g., in mobile phones or MP3 
audio players.2 Other research areas include organic solar cells and 
photodetectors, being of great interest for large-area, low-cost appli-
cations. 3–5 Organic devices can be fabricated by relatively low-cost 
manufacturing methods on a wide range of different substrates.6 
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Organic lasers are a special type of organic light-emitting devices.7 In 
contrast to OLEDs, these devices emit a highly directional, mono-
chromatic beam of light. By using different materials the whole visi-
ble wavelength range can be covered by the laser emission.8–11 These 
lasers can also be fabricated by low-cost methods,12, 13 rendering them 
interesting for an application in optical sensor systems. In the last 
years the vision of a complete analysis system integrated “on a chip,” 
a so-called lab-on-a-chip, has attracted an increasing number of users 
and research groups.14–18 Possible applications for such systems are in 
the areas of medicine, drug discovery, and environmental monitoring. 
Instead of shipping a sample for an analysis to a central laboratory, one 
could use such small, portable systems for point-of-care diagnostics.19, 20 
Optical detection schemes such as laser-induced fluorescence, absor-
bance detection, or evanescent field sensing are commonly used 
approaches in sensor systems. Today, these techniques are usually 
based on external laser sources and complicated coupling optics being 
bulky and expensive. The monolithic integration of laser light sources 
onto the chip will result in small, portable, and far more flexible sys-
tems.21–25 In this chapter we discuss first the fabrication and properties 
of organic semiconductor lasers. Some focus is put on the aspects of 
low-cost replication. Then we address the integration of organic lasers 
into optical sensor chips and the choice of sensing principles.

7.2 Organic Semiconductor Lasers
The term organic semiconductor laser applies to a large variety of 
devices that are currently under development. Common to most of 
them is the use of the basic laser approach consisting of an optical 
active material placed inside a resonator which provides the feed-
back required for efficient laser operation. In contrast to inorganic 
semiconductors, their organic counterparts typically exhibit a large 
spectral range with optical gain under optical pumping. This pro-
vides the possibility to tune the emission wavelength of the laser by 
just modifying a wavelength selective resonator.

7.2.1 Distributed Feedback Resonators
Among different approaches for the resonator design26 the distributed 
feedback (DFB) resonator scheme is one of the most popular realiza-
tions due to its rather simple and efficient design. Typically, the organic 
distributed feedback laser consists of a thin-film active material that is 
deposited on top of a periodical corrugated substrate. The active mate-
rial is optically pumped, e.g., by an external pulsed UV laser. The layers 
sequence forms a slab waveguide (thickness < 400 nm) confining the 
optical wave in the substrate plane. The so-called distributed feedback 
mechanism of the laser relies on Bragg scattering induced by a periodic 
modulation of the refractive index induced by surface corrugations 
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(gratings) of the substrate. Figure 7.1 illustrates the distributed feed-
back mechanism in a slab waveguide structure with a one-dimensional, 
periodic variation of the refractive index.

The lattice constant Λ of the grating transforms to the reciprocal 
lattice constant G in k-space:
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Lasing operation occurs in plane and can be discussed by starting 
with a plane wave propagating in the slab with wave vector k:
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The effective refractive index neff represents the effective index of the 
propagating guided wave. For efficient feedback, which is essential 
for laser operation, constructive interference of a scattered wave is 
required. This is the case if the Bragg equation is fulfilled. 
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The positive integer factor m determines the scattering order. The scalar 
kx,m=1 gives the smallest possible value of the wave vector component 
(corresponding to largest wavelength) in the direction of the refrac-
tive index modulation for which constructive interference is possible. 
In the special case of a wave traveling parallel to the reciprocal lattice 
vector G, Eq. (7.1) transforms to the well-known equation
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FIGURE 7.1 One-dimensional slab waveguide structure with a periodic 
variation of the refractive index.
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In general the constructive scattering of an incident wave with the 
vector ki occurs if the Laue condition is fulfilled: 
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This formulation of the feedback condition states that Bragg scatter-
ing can occur if the incident photon k vector is located on a Bragg 
plane, being the perpendicular bisector of a line connecting the origin 
with the reciprocal lattice point G. A wave vector ki which is located 
on a Bragg plane is scattered to kd and vice versa. The wave vector ki 
of the incident and kd of the scattered wave correlate in the form

kd = ki + G (7.3)

Energy conservation results in the additional relation

|ki| = |kd| = const

Figure 7.2a shows first-order scattering (m = 1) of a wave vector ki. If 
the incident wave vector ki complies with the condition in Eq. (7.2), it 
is scattered as stated in Eq. (7.3). Second order scattering (m = 2) is 
depicted in Fig. 7.2b. In this case there are two possibilities for the scat-
tering process. The scattering condition (Bragg) determines only the 
component kx of the wave vector. Therefore a nonzero z component of 
the wave vector results since energy conservation has to be met. This 
means the incident wave is scattered out of the waveguide.

Second-order laser resonators are advantageous for applications 
with free space optics due to their good light extraction efficiencies. 
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FIGURE 7.2 Feedback through scattering processes in a one-dimensional 
Bragg slab waveguide.
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First-order resonators are of special interest for on-chip integration 
(see Sec. 7.4) and enable lower laser thresholds.

7.2.2 Organic Semiconductor Energy Transfer Systems
Material systems with a large spectral gap between the absorption of 
the excitation light and the laser emission are of particular interest for 
organic semiconductor lasers. This reduces the self-absorption of the 
emission, leading to a more efficient lasing operation. Such a system 
can be created by doping the active material, thus forming a so-called 
guest-host material.

The exciting radiation is absorbed in the host material. The absorbed 
energy is then transferred by a radiationless process to the guest material, 
lifting it into an electronically excited state (see Fig. 7.3). The predomi-
nantly utilized energy transfer mechanism for organic semiconductor 
lasers is the Förster resonance energy transfer.8 This process is based on 
a dipole-dipole interaction and therefore requires a spectral overlap of 
the donor’s emission with the acceptor’s absorption. The effective 
radius of this process can be up to 10 nm.

The second important energy transfer system is the Dexter transfer. 
Here, an excited electron is transferred from the donor to the accep-
tor. In return, an electron in the ground state is moved from the accep-
tor to the donor. This particle exchange needs the atomic orbitals of 
acceptor and donor to overlap. Therefore, this process is typically 
only effective at distances of less than 1 nm.

7.2.3 Optical Pumping
There are several approaches for optically pumping an organic semi-
conductor laser. A high absorbance of the pump light in the laser 
material is a basic requirement. Additionally, short pulses and a small 
focus are advantageous. Depending on the material, the pulse dura-
tion has a critical influence on the threshold where lasing can be 
observed. This condition depends on the ratio of fluorescence life-
time to the pump pulse duration.27

Photon Energy
transfer

Alq3 DCM

FIGURE 7.3 Energy transfer in dye-doped organic semiconductors.
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Due to their short pulses and high energy densities, diode- 
pumped solid-state (DPSS) lasers were the first compact laser 
sources used for pumping organic semiconductor lasers.10, 28 With 
steady advances in developing low-threshold organic lasers, a gal-
lium nitride laser diode-pumped organic laser was presented in 
2006.29–31 In 2008 the first organic laser pumped by a blue light- 
emitting diode was demonstrated.32

7.2.4 Prospects for Organic Laser Diodes
With various optoelectronic components based on organic semicon-
ductors being implemented successfully during the last decade, an 
organic laser diode device has become of particular interest. How-
ever, it could not be realized so far. Electrically pumped organic lasers 
are expected to provide numerous advantages over their inorganic 
counterparts such as tunability over the whole visible spectrum and 
the promise of low-cost fabrication. 

The implementation of such a device seems to be straightforward. 
Electrodes are put on both sides of the slab waveguide formed by the 
organic laser material to inject charge carriers. The problem, however, 
are the strong optical losses which are introduced by coating the 
waveguide with a metal layer or even with a transparent metal oxide 
layer such as indium tin oxide (ITO). 

To deal with this problem, the thickness of the organic layer can 
be increased in order to minimize the overlap of the guided mode 
with the absorbing electrodes. However, this results in very high 
operation voltages of the device. 

Although high current densities for thin-film devices can be achieved 
without damaging the organic layer,33–35 neither an electrically pumped 
organic laser nor an electrically pumped organic amplifier has been 
shown yet. The main reason for this behavior is the rising charge car-
rier density which causes additional losses such as bimolecular anni-
hilation, induced absorption by polarons and triplet excitons, and 
field-induced exciton dissociation.36

7.3 Fabrication
There are basically two methods to realize DFB resonator gratings: 
either the lower or the upper active layer boundary has to be pat-
terned with the requested topography of the distributed feedback 
grating. As shown in Fig. 7.4, this may be achieved either by direct 
patterning of the active laser material or by structuring the substrate 
beneath the active layer. The quality of the resonator structure affects 
the threshold and efficiency of the laser. For patterning of the active 
layer, photoisomerization,37 direct embossing,38, 39 or direct laser inter-
ference ablation (see Sec. 7.3.4) can be used. 
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Patterning of the substrate might be advantageous since this pro-
cess is independent of the properties of the active material. Hence, 
most fabrication techniques for organic semiconductor lasers are 
based on structured substrates. 

To fabricate DFB resonators of first and second order for lasers in 
the visible range, grating periods of 100 to 400 nm are required.40 In 
the following paragraph a (non comprehensive) overview of differ-
ent fabrication methods of DFB resonators for organic semiconductor 
lasers is given. Figure 7.5 schematically illustrates the possible pro-
cess strategies and methods.

Laser material

Substrate

Laser material

Substrate

Laser material

Substrate

FIGURE 7.4 Different methods to pattern the active material layer of an 
organic semiconductor laser.

Master grating fabrication

Serial methods
- Electron beam lithography
- Direct laser writing

Parallel methods
- Laser interference lithography
- Laser interference ablation
- Self-assembly

Tool fabrication

- Molding tool (hard/soft)
- Lithography masks

Replication techniques

Imprinting
- Hot embossing
- UV-nanoimprint-lithography
- Microcontact printing

Casting
- Replica molding

(hard/soft)

Lithography
- Photolithography

Patterned substrate

1

2

3

FIGURE 7.5 Overview of DFB resonator fabrication methods.
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There are three main process chains that lead to a DFB resonator 
grating substrate. Each process chain includes structuring of a master 
substrate. In the first process chain (1) this master is directly used as 
laser substrate. However, the fabrication of a master substrate is 
expensive and time-consuming, thus this method is only used for 
prototyping. A second process chain (2) uses the replication of the 
master substrate. Different methods allow the multiple replication 
with the master substrate used as a molding tool. However, the mas-
ter itself may be damaged during the process. This is avoided by 
introducing the fabrication of a replication tool (3) which can be opti-
mized for long durability. Thus, the latter process chain is suited best 
for commercial applications.

The master substrate can be fabricated by serial or parallel pro-
cesses. Serial processes such as electron beam lithography or direct 
laser writing allow for highest freedom in design of the structures. In 
comparison, parallel processes such as laser interference lithography 
or ablation are fast and applicable to large areas. In the following we 
will describe the most important fabrication methods for the master.

7.3.1 Master Fabrication: Electron Beam Lithography
Electron beam lithography (EBL) is a commonly used procedure for 
the fabrication of structures in the nanometer scale. It allows the pro-
duction of structures with lateral dimensions of less than 20 nm. The 
different processes to fabricate DFB gratings by EBL are schematically 
illustrated in Fig. 7.6. In process A, a poly(methylmethacrylate) 
(PMMA) resist is spun onto the silica layer of a thermally oxidized sili-
con wafer, and the solvent content of the polymer layer is reduced by a 
prebake step. Then the resist is exposed to the electron beam, reducing 
the molecular weight of the PMMA in the exposed areas, thus making it 
soluble by a developer in the subsequent process step. After deposition 

Patterning & 
development

Chromium
deposition Dry etch

HSQ resistPMMA resist Chromium

Liftoff

Silica

Resist
preparation

Silicon

A

B

C

D

FIGURE 7.6 Electron beam lithography fabrication of DFB resonator gratings.
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of a chromium layer and a liftoff process, the pattern is transferred into 
the substrate by dry etching.41 Process B illustrates the possibility of 
skipping the process steps of chromium layer deposition and liftoff when 
the patterned resist is used as etch mask. In this way a dry etching pro-
cess is applied to directly pattern a silicon wafer substrate, using the 
patterned resist as etch mask. A silicon wafer with structured PMMA 
resist is directly used as master in process chain (C).42 As alternative to 
the high-resolution positive resist PMMA, the negative resist hydrogen 
silsesquioxane (HSQ) may be used; see process D. HSQ is spin-coated 
on a substrate, followed by a prebake step. The resist is then exposed 
with the electron beam, resulting in directly written inorganic struc-
tures with silica-like properties. The unexposed areas may be dissolved 
in the subsequent development step. The resolution of structures writ-
ten by EBL is determined by the spot size of the electron beam and 
secondary effects, affecting the actual size of the nominally exposed 
and unexposed areas. The influence of this effect may be reduced by 
applying a higher acceleration voltage to the electrons (i.e., higher 
energy) and by reducing the resist thickness. PMMA resist may be pat-
terned with minimum lateral structure sizes in the range of 10 nm. 
HSQ may also be patterned with minimum lateral structure sizes down 
to approximately 10 nm, depending on resist thickness and accelera-
tion voltage.

7.3.2 Master Fabrication: Direct Laser Writing
Conventional direct laser writing is used as a cost saving alternative 
to electron beam lithography. Commercially available systems are 
able to pattern substrates as large as 400 × 400 mm2 with feature sizes 
down to 0.6 μm. In the direct laser writing process a photoresist is 
patterned by locally exposing it with a focused laser beam. Common 
systems often use a HeCd gas laser source with an emission wave-
length of 442 nm.

An extension to these systems can be made by using a femtosec-
ond laser as light source.43–46 Titanium-sapphire-based femtosecond 
lasers emit in the near infrared (NIR) spectrum at around 800 nm. 
Most photoresists are only sensitive in the UV spectral range and can-
not be cured through NIR radiation directly. However, a reaction of 
the resist to the NIR radiation is possible with a two-photon absorp-
tion (TPA) process. This means that the simultaneous absorption of 
two low-energy photons causes a reaction in the material which nor-
mally can only happen with twice as much of the excitation energy in 
a single photon process. This non-linear phenomenon requires very 
high irradiation densities. To prevent thermal destruction of the resist, 
very short, high-intensity laser pulses are required. 

A special feature of the TPA process is the distinct threshold char-
acteristic for the exposure of photoresists. TPA requires a critical radi-
ation dosage at which the process can start. This threshold behavior 
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can be used to get below the resolution limit of traditional optical 
systems (see Fig. 7.7 left).

This characteristic also enables one to write three-dimensional 
patterns into the photoresist. As the chemical reaction to the irradia-
tion only occurs in the focal volume, the so-called voxel, of the femto-
second laser beam, it is possible to pattern arbitrary structures by 
moving the sample (or the laser beam) (see Fig. 7.7 right). Depending 
on the numerical aperture of the focusing optics and the chemical 
properties of the photoresist, voxels with axial dimensions of 500 nm 
and lateral dimensions down to 100 nm can be realized.47

7.3.3 Master Fabrication: Laser Interference Lithography 
Laser interference lithography (LIL) is one of the most important 
techniques for the fabrication of periodic structures. In contrast to 
electron beam lithography, it is possible to quickly pattern large areas 
with this technique. Although the basic principle behind the LIL is 
quite simple, the realization of large-area and high-quality structures 
is an elaborate task.48

A scheme of an LIL setup is shown in Fig. 7.8. A laser beam is split 
into two single beams which are directed onto a photosensitive resist. 
Typically the setup is symmetrical, leading to an interference of both 
beams, thus forming a linear light-dark pattern. This results in a 
locally varying exposure dosage, leaving a periodic structure after 
developing the resist.

The interference pattern grating constant Λ can be calculated by the 
formula Λ = λ/(2 sin α), with the angle α between the substrate nor-
mal and the laser beam. Therefore the lower limit of the grating con-
stant is one-half of the laser wavelength λ. In case of the commonly 
used argon ion laser emitting at 364 nm, this means theoretically a 
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FIGURE 7.7 Left: Intensity profi les of two Gaussian beams. Depending on the 
TPA threshold, different-sized areas can be patterned. Right: By moving the 
beam focus relative to the sample, arbitrary structures can be written. 
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minimal lattice period of 182 nm. A long coherence length of the laser 
is needed to realize a substrate-sized interference pattern. Addition-
ally, a mechanically stable optical setup is obligatory. As a rough esti-
mation the displacement of the interference pattern should be lower 
than one-tenth of the period during exposure. 

After developing the structure, it can be either used directly as a 
laser resonator or transferred into another material. As the substrate 
can be rotated by 90° or 60°, square and triangular lattices can also be 
patterned with LIL using multiple exposures.

7.3.4 Master Fabrication: Laser Interference Ablation
Laser interference ablation (LIA) produces similar periodic structures 
as LIL by interfering two laser beams. The basic experimental setup is 
similar to LIL (see Fig. 7.8). However, there is no need for exposing 
and developing a resist. The structure is directly realized by partly 
ablating the surface instead. Grating period and thus the emission 
wavelength can be chosen on demand. The only requirement for the 
material is a good absorbance of the ablation laser light. Using UV 
lasers, many organic materials can be ablated.49 Additionally the con-
tamination of the surface through ablation products should be 
avoided. Pulsed laser systems are preferred for LIA, since they pro-
vide high pulse energies while reducing heating of the sample to a 
minimum.

When only a periodic surface grating is needed, LIA has the advan-
tage that the laser resonator can be generated directly into the active 
organic layer, thus eliminating the need for a master and further pro-
cessing. Essentially the production steps are reduced to active layer 
deposition and ablation. The pulse energy required for LIA on an Alq3:
DCM [aluminum tris(8-hydroxyquinoline) doped with the laser dye 
4-dicyanomethylene-2-methyl-6-(p-dimethylaminostyryl)-4H-pyran] 
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FIGURE 7.8 Schematic experimental setup for laser interference lithography. 
The inset shows the pattern created by the interfering beams. (Reprinted 
wiht permission from Ref. 25, “Organic semiconductor lasers as integrated light 
sources for optical sensor systems,” SPIE 2007.)
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film is about 10 mJ/cm² using a frequency triple Nd:YAG laser emit-
ting 150 ps pulses at 355 nm.50 

7.3.5 Replication: Imprint Techniques
Imprinting plastics is one key to low-cost mass production. The first 
microstructures molded in polymer materials were fabricated with 
the well-known hot embossing process. The basic process steps are 
depicted in Fig. 7.9. The microstructure is replicated by pressing a 
master onto a substrate at temperatures above the substrate materi-
al's glass temperature.51 With the introduction of vacuum embossing 
of plastics it became possible to imprint large areas uniformly since it 
avoids an air cushion between stamp and sample.52 As the master 
may be damaged by the embossing step, the so-called LIGA process 
was adapted to fabricate a durable metal imprinting tool of the mas-
ter microstructure.

LIGA is the German acronym for the main steps of the process, i.e., 
lithography, electroforming, and plastic molding.53–55 The single pro-
cess steps are shown in Fig. 7.10. To generate the metal tool by elec-
troforming the insulating master structure, a conducting starting 
layer is deposited onto the master. This is usually done by evaporat-
ing a gold layer upon the master structure. By electroplating these 
structures, the negative pattern of the resonator structure is formed as 
a secondary metallic structure. Commonly used metals for plastic 

(c)(b)(a)

Force

Heat

FIGURE 7.9 Processing steps for hot embossing.

(a) (b) (c)

FIGURE 7.10 Fabrication scheme of a Ni shim following the LIGA process.
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molding tools are nickel alloys, such as nickel-cobalt and nickel-iron. 
The tool, a so-called shim,56, 57 is plated to a thickness of about 
200 to 300 μm. As this process does not wear the master tool, basi-
cally an unlimited number of replicas can be fabricated. This process 
therefore enables the mass production of nano- and microcomponents 
at low cost.

A possible approach toward decreased process times by eliminat-
ing the heat-up and cooldown phase of the hot embossing is the UV 
nanoimprint lithography. Here, a transparent imprinting tool is 
pressed into a UV-curable liquid polymer or solgel material. The 
material is then cured by exposing it to UV radiation. 58, 59

Another replication method used for laser fabrication is the 
microcontact printing (μCP) process.60, 61

7.3.6 Replication: Cast Molding and Photolithography
There is a major difference between imprinting and cast molding. 
Instead of applying pressure for the imprinting process, the master is 
cast with the material in the latter approach. The transition from 
imprinting to casting can be seamless. For example, the step-and-flash 
imprint lithography (SFIL) describes the same process steps as the UV 
nanoimprint lithography. The sole difference is the pressure applied to 
the substrate for the UV-NIL process. Depending on the material the 
master is made of, casting by itself can be separated into hard and soft 
casting. Therefore the mentioned SFIL is an instance of hard casting 
whereas an example of soft casting would be the use of the flexible 
PDMS [poly-(dimethylsiloxane)] as the master’s material.62

Besides the imprinting approaches described above, conventional 
photolithography can be applied to fabricate laser resonators.63 The 
required feature size can be structured without difficulties using 
193 nm immersion lithography. However, these lithography systems 
are very complex and expensive compared to imprinting methods. 64, 65 
Therefore a high packing density is required for economic reasons 
when such equipment is used. As this is given for high-price prod-
ucts such as microprocessors, it is not the case for lab-on-chip devices 
where most of the wafer space is filled with large-scale structures 
such as fluidic channels and optical waveguides.

7.3.7 Active Layer Deposition
For the manufacturing of an integrated organic laser it is necessary to 
selectively deposit the active layer. This typically means that layers 
with thicknesses between 130 and 400 nm and areal dimensions 
down to 500 × 500 μm2 have to be fabricated. The two main deposi-
tion techniques for organic lasers are spin coating and thermal vapor 
deposition. Often only one deposition technique can be used for an 
organic material.
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Obligatory for every thin-film deposition is a clean substrate. The 
possible cleaning techniques are often limited by the substrate’s resis-
tance to chemical treatment. If there are no limitations, a cleaning cycle 
with acetone, isopropanol, and deionized water rinsing will remove 
most residues. Treating the substrate subsequently with a plasma 
cleaning step (e.g., argon/oxygen plasma) removes remaining organic 
compounds on the surface and additionally enhances the wettability.

For the spin-coating process, the material has to be dissolved in a 
suitable solvent and applied to the substrate. The substrate is then 
rotated at up to 4000 rpm, causing the superfluous liquid to be spun 
out. After evaporation of the solvent, a thin solid film remains. 
Although being of impressive simplicity, this technique is problem-
atic when patterning of the layer is required. Due to the good solubility 
of organic materials, traditional concepts used for inorganic materials 
such as masking and etching are not applicable.

In contrast to spin coating, the vapor deposition of the active 
material is ideal for producing patterned laser areas. To vapor-deposit 
organic materials, a controlled thermal evaporation source inside a 
vacuum chamber is needed. Typically the source consists of a cruci-
ble, a heating wire, and a thermocouple element. The crucible holds the 
organic material and is wrapped with the heating wire. The thermo-
couple element measures the temperature of the crucible according to 
which the current through the heating wire is regulated. Usually the 
deposition rate is determined by an oscillating crystal detector placed 
above the evaporation source. The best position for the detector is 
close to the substrate. However, this becomes problematic when two 
materials have to be evaporated simultaneously, e.g., for guest-host 
systems such as Alq3:DCM. In this case it has to be ensured that the 
deposition rate of the dopant can be measured without being influ-
enced by the host source.

For calibration and a check of the evaporation conditions, a sur-
face roughness meter can be used to determine the layer thickness 
after the deposition. For measuring the dopant ratio of the film, the 
amplified spontaneous emission (ASE) wavelength gives feedback in 
the case of optical gain materials. This wavelength is independent of 
the film thickness given that the film forms a waveguide. Addition-
ally, absorption and transmission spectra can be used.

For coevaporation the control should be automated to ensure repro-
ducible evaporation conditions and deposition results. For an Alq3:DCM 
laser with a typical doping concentration of around 3% DCM, the depo-
sition rates for the two materials are on the order of 0.3 and 0.01 nm/s, 
respectively. The ratio has to be held constant for more than 15 min, 
assuming a desired layer thickness of about 300 nm.

To deposit only defined areas of the substrate, a mask with cut-
outs is fixed close to the substrate. This enables the coating of specific 
single-laser fields. The change of masks also allows the deposition of 
different materials on different areas. This is of particular interest for 
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devices where several laser materials on one substrate with a wide 
range of different emission wavelengths are needed. 

Different concepts can be used for tuning the laser emission 
wavelength within the gain spectrum of one single material.

The most common method is to produce one substrate exhibiting 
several resonators with varying grating periods. The active layer can 
then be deposited onto all gratings simultaneously. Due to the different 
feedback conditions the emission wavelength can be tuned. Figure 7.11 
shows an example for Alq3:DCM lasers where the grating constants 
cover the range between 390 and 440 nm. The corresponding wave-
length range extends over more than 120 nm.25

Additional emission wavelength tuning can be achieved by alter-
ing the film thickness. Increasing the film thickness results in a bigger 
overlap of the guided mode into the active layer, increasing the effec-
tive refractive index neff and thus shifting the emission wavelength 
spectrally into the red (see Sec. 7.2.1). With this method a tuning range 
of 44 nm for Alq3:DCM lasers could be demonstrated.10

Such a laser can be fabricated also in a single pass by using a shut-
ter to cover the areas of lower thickness. Another way to alter the 
effective refractive index is via a buffer layer between substrate and 
active material with a different refractive index. For this approach it 
is required to add an extra deposition step to the process chain before 

h (nm)

FIGURE 7.11 Spectra of Alq3:DCM lasers based on resonator gratings with 
different periodicities. (Reprinted with permission from Ref. 25, “Organic 
semiconductor lasers as integrated light sources for optical sensor systems,” 
SPIE 2007.)
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the organic material deposition.66 The achievable tuning range is pri-
marily limited by the optical gain spectrum of the material. Other 
influences such as absorption of the substrate, deviations in the lat-
tice form and the lattice period, the grating design (e.g., the duty cyle) 
itself, and the quality of the laser resonator may restrict the range 
further and increase the laser threshold to unacceptable levels. 

7.4 Integrated Optical Sensor Systems
The examination of biological and chemical samples is essential for 
medicine, biology, and environmental monitoring. These analyses 
normally take place in central laboratories. In recent years, a clear 
trend toward miniaturized analytical devices, which are applicable at 
the “point of care,” is recognizable.

This chapter deals with the integration of organic laser sources 
into such systems. The technology of miniaturized optical sensor sys-
tems will be introduced with respect to the possible use of organic 
lasers. Different sensing schemes that are relevant for laser-based 
analysis systems will be described including a short summary of 
waveguide and microfluidic based systems. The last part describes 
the work on the first waveguide coupled organic semiconductor 
lasers that are based on low-cost polymeric substrates.

7.4.1 Sensing Schemes
The miniaturization of bioanalytical techniques has an enormous rel-
evance for the rapidly growing life sciences. Therefore, the realization 
of so-called lab-on-a-chip or micro total analysis system (μTAS) has 
become an important goal during the last years. This section dis-
cusses the major optical sensing principles which could be incorpo-
rated into such a system making use of an integrated laser source.

The determination of biological, physical, or chemical parame-
ters67 such as molecule type, binding behavior, or concentration can 
be realized by the optical investigation of 

 1. Absorbance and reflectance

 2. Fluorescence

 3. Interference phenomena

 4. Resonance phenomena

The optical sensor consists preferably of a laser as a light source, 
the sensing setup, and a detector. See Fig. 7.12.

Tunable laser source Sensing system Detector

FIGURE 7.12 Sensing scheme of an optical sensor.
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 1. Absorbance measurements

  The simplest type of optical measurement is the determination 
of the absorbance. Light of a certain frequency ω0 travels a 
defined distance through the analyte. By detecting the fraction 
of transmitted light the extinction coefficient κ of the analyte 
for the frequency ω0 can be determined. The extinction depen-
dence of the frequency κ(ω) yields information about the 
chemical composition of the analyte. Sensor schemes are 
shown in Fig. 7.13.

   For the extinction to be sufficiently high for detection, the light 
traveling distance d through the analyte has to be long enough. 
This can cause a problem, in particular if the analyte is a gas, 
where d can be more than 100 m. In this case, one could incorpo-
rate a photonic cavity into the sensing region which causes the 
light to be reflected back and forth multiple times, resulting in a 
much longer efficient traveling distance. See Fig. 7.14.

   The light incident on the cavity (shown symbolically as a 
Bragg reflector here) has to be coherent, which means that a 
laser source is required. Additionally, the cavity has to be 
tuned according to the wavelength of the laser source.

FIGURE 7.13 Scheme of a transmission measurement.

FIGURE 7.14 Scheme of a resonator-enhanced transmission measurement.
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 2. Fluorescence measurements

  Nowadays the most frequent optical method applied for bio-
logical sensing purposes is the measurement of fluorescence. It 
is also a promising approach for integrated photonic sensing 
systems. In principle, a fluorescent analyte is excited at a specific 
wavelength and emits at a longer wavelength which is then 
detected. The excitation and emission wavelengths are specific 
to the fluorescent molecule. Thus, one uses this technique either 
to detect the fluorescent molecules directly or to label certain 
molecules, cells, etc., with a fluorescent marker which can be 
detected afterward. An example for the absorption and emis-
sion spectrum of a fluorescent dye is given in Fig. 7.15.

   Since the absorption and emission peaks are typically very 
close to each other, one needs a narrow-band light source to 
excite the dye without overlap with the emission spectrum. 
Therefore, a laser is used for excitation. See Fig. 7.16.

 3. Interference methods

  Another sensing principle is the classical interferometer, 
where a coherent light beam is split up into two or more light 
beams which, after traveling different optical paths, are com-
bined again, yielding interference. By changing one or sev-
eral of the optical paths with an analyte, the change of the 
interference can be detected. The type most suitable for an 
integrated optical system is the Mach-Zehnder interferome-
ter, which is shown in the schemes in Fig. 7.17.

   Here, a laser beam propagating through a waveguide is 
split up into two parts, the reference beam and the probing 
beam. The reference beam propagates through one wave-
guide. The probing beam travels through a certain distance of 

FIGURE 7.15 Schematic absorption/emission spectrum of a fl uorescent dye.
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FIGURE 7.16 Scheme of different fl uorescence detection methods.

FIGURE 7.17 Schemes of Mach-Zehnder interferometers.

analyte (upper part of figure) or is otherwise coupled to an 
analyte (lower part of figure) in a second waveguide. After 
traveling the different paths, the two beams interfere. The dif-
ference in optical path length results in a characteristic change 
of intensity due to the interference of both beams.
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 4. Resonant methods

  A very promising principle for an integrated optical sensor is 
the utilization of resonant effects in a photonic cavity coupled 
to a waveguide. A chemical modification of the cavity by an 
infiltrated analyte or a binding molecule results in a shift of the 
resonant frequency ω0 → ω1. This shift can then be detected. 
See Fig. 7.18.

   The photonic cavity can be of various types. The quality 
factor which determines the width of the resonance peak 

ω1ω0

ω1ω0

FIGURE 7.18 Scheme of the resonant detection method.
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should be high enough (i.e., ≥ 1000). Additionally, the modal 
volume of the cavity mode should be small to tap the full 
potential of a lab-on-a-chip (LOC) using very little amounts 
of analyte. For an overview, the different types of resonators 
are listed68 in Fig. 7.19 together with the corresponding qual-
ity factors and modal volumes:

Waveguide-Based Sensors
The use of waveguide-based sensor systems has numerous advan-
tages over traditional concepts.69–71 In a waveguide excitation 
scheme, light needed for the analysis can be guided efficiently to the 
detection zone. At the detection zone a well-defined radiation char-
acteristic without the need for sophisticated alignment procedures 
is possible. Also, the integration of further functional components 
such as splitters or couplers requires no additional fabrication pro-
cesses. Waveguide applications span from glass fibers to integrated 
stripe or rib waveguides. Waveguide-based sensors are operated 
nearly solely with a laser as light source. Main reasons are the typi-
cally high spectral intensity densities, efficient coupling, and mono-
chromatic emission spectrum. Especially, the measuring method 
laser-induced fluorescence (LIF) depends on a laser light source. 
This procedure uses a laser to excite a sample substance and relies 
on the analysis of the resulting fluorescence signal (see Sec. 7.4.1). 
Normally specific marker dyes with a characteristic emission spec-
trum are used to distinguish different substances or DNA sequences.72 
Despite the expensive and often patented marker dyes, the LIF 
method is quite popular because it provides a high sensitivity with 
a very low limit of detection (LOD).

Quality factor

VM
V

Q

l

FIGURE 7.19 Overview of different microresonator types.
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The integration of conventional laser systems on a chip-based 
analyzing system is not applicable. Studies on miniaturizing dye 
lasers may be an alternative.73 These laser sources are optically 
pumped and can be integrated directly on the chip with the possibil-
ity of the integration with rib waveguides.24 However, this approach 
still requires a costly pump laser source, and the achievable spectral 
emission range is limited.

Microfluidics
Many lab-on-a-chip designs make use of microfluidic systems. Basic 
components are microfluidic channels with widths ranging from 5 to 
100 μm. The substance to analyze is handled in these channels by 
using pump systems or electrophoretic methods.74–76 The use of micro-
fluidics promises a fast and precise analysis with small amounts of 
needed substances. This is especially important in the field of DNA 
and high-throughput screening.14, 77 By joining different system com-
ponents for handling, mixing, and dosing, many tasks required for 
the preparation of the analyte can be done directly on the chip. With 
the combination of such systems with waveguide-based optical sen-
sors, highly integrated analytic devices can be realized.78

7.4.2  Integration of Organic Lasers in Optical 
Sensor Systems

It has been shown that in principle OLEDs are possible light sources 
to excite a fluorophore. However, OLEDs have decisive drawbacks in 
comparison to organic lasers. First, their large spectral emission width 
is disadvantageous for fluorescence excitation, because the excitation 
light has to be eliminated from the measurement signal by complex 
methods. Second, even though coupling to waveguides is possible, 
the efficiency of the coupling is weak. 

An organic laser is a monochromatic light source with a wide tun-
ing range. Optical pumping of the laser allows operation without the 
need for electrical contacts. In comparison to dye-doped polymer 
lasers24 organic semiconductor lasers have certain advantages. The 
use of Förster energy transfer systems allows organic lasers to be effi-
ciently pumped with only one light source in the UV range and to 
emit laser light in the whole visible spectrum. 

A scheme of the proposed integration of organic lasers as light 
sources in lab-on-a-chip systems is shown in Fig. 7.20. Light of the opti-
cally pumped organic lasers is coupled into a polymeric waveguide. 
The laser light is guided to the detection area, being a cross section of 
the waveguide and a microfluidic channel. The resulting optical signal, 
e.g., a change in the absorption pattern or a laser-induced fluorescent 
signal, is then detected by an integrated photodiode.

In conventional chemical analysis systems, often several solid state or 
gas lasers are needed to generate light at different wavelengths, rendering 
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these systems complex and expensive. In the concept discussed here, sev-
eral organic lasers with different emission wavelengths will be integrated 
on a single chip.

This system is based on the polymer PMMA which is well suited 
for hot embossing nanostructures. Additionally PMMA is a low-cost 
biocompatible material.79 Also it is quite simple to define stripe 
waveguides in PMMA.

PMMA-Based Waveguides

UV-Induced Refractive Index Modification Polymers are promising 
materials for the manufacturing of integrated optical elements, due 
to their low cost and excellent processing capabilities. Fabrication of 
polymer waveguides has been demonstrated using different 
approaches, such as reactive ion etching,80, 81 photolocking,82, 83 direct 
laser or ion beam writing,84 as well as by replication techniques.85, 86 A 
further way is the modification of the dielectric properties of methac-
rylate polymers by UV radiation, which will be discussed here.

Methacrylate polymers such as PMMA exhibit a significant 
change in the refractive index after exposure to ion radiation87, 88 or UV 
light of a short wavelength (often referred to as deep UV, DUV). 89 This 
change of the dielectric properties of the material due to radiation 
was described by Tomlinson et al.82 in 1970. The mechanism of the 
chemical reaction leading to this change depends on the type of radi-
ation and the absorbed energy. Figure 7.21 illustrates the dominating 
reaction for deep UV radiation.90 UV light with an energy of approx. 
5 eV (wavelength of approx. 250 nm) leads to an excitation of the car-
bonyl group within the ester side chain. This can lead to a cleavage of 
the chemical bond. The dominating process induced by the radiation is 
the cleavage of the side chain, which can degrade into smaller, volatile 
fragments, such as CH4, CH3OH, CO2, and CO.91–93 The remaining 

Pump
diode

Organic
lasers

Microfluidic
channel

Organic
photodiode

FIGURE 7.20 Scheme of a possible lab-on-a-chip design incorporating a 
microfl uidic system for analyte preparation and handling, multiple laser 
sources, and photodetection. (See also color insert.)
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alkyl radical can be dissipated either by hydrogen abstraction and 
formation of an unsaturated C=C double bond within the main chain 
of the polymer, or by a scission of the main chain. Hydrogen gener-
ated during the C=C formation recombines with the side chain frag-
ments into methyl formate (HCO2CH3). Remaining radicals after the 
main-chain scission can react with other radicals, forming larger, 
more stable molecules. 

Due to the reactions described, the ratio of C=C double bonds 
within the material and therefore its molar refraction, as well as its 
density, increase. The overall optical effect is an increase in the refrac-
tive index.89 

Masking Process Masking of the polymer to define the wave guiding 
core can be done in two ways: either a photolithography step utiliz-
ing a chromium mask or self-masking of a prestructured substrate is 
employed.

The classical photolithography process leads to a local increase of the 
refractive index in the unmasked areas, defining integrated optical struc-
tures. Only a thin layer of the material surface is chemically altered, as 
the penetration depth of the radiation is limited by the absorption of the 
material. The dimensions of the waveguide core are therefore defined by 
the photomask and the dose of absorbed radiation. As substrates, either 
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FIGURE 7.21 Photolysis reaction of PMMA.
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spin-coated PMMA layers on a carrier with a lower refractive index or 
single-material PMMA foils with several hundred micron thickness can 
be used. Figure 7.22 illustrates the process.

This technique has several advantages because only a single poly-
mer layer is used, which serves as the substrate and waveguide as 
well. No further etching or development steps are required. Wave-
guides can be fabricated using a commercial mask aligner (EVG 620 
from EV Group) at a dosage between 3  and  5 J/cm² at 240 nm, lead-
ing to an increase in the refractive index between 0.008 and 0.015. A 
waveguide loss between 0.7 and  0.8 dB/cm is obtained at a wave-
length of 1550 nm, which is mainly attributed to material losses. For 
visible light of 635 nm wavelength, losses as low as 0.1 dB/cm were 
observed.

It has also been demonstrated that it is possible to fabricate pas-
sive optical components such as planar waveguides, splitters, and 
couplers using this approach.94

Certain structures and devices such as sharp bends or resonators 
cannot, however, be designed as planar structure, as they require 
strong guiding rib structures. To fabricate this type of structure, the 
combination of replication by hot embossing and refractive index 
modification is required. Figure 7.23 summarizes the processing steps 
for the replication of the molded part through (a) hot embossing and 

DUV irradiation

Chromium mask

Waveguides

Core

Cladding

FIGURE 7.22 Fabrication of planar waveguide structures in PMMA using DUV 
irradiation. (Reprinted with permission from Ref. 96. Copyright 2007 IEEE.)
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Force

Heat

DUV

FIGURE 7.23 Process steps for hot embossing of ridge waveguide structures 
and deep UV fl ood exposure. 
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(b) the realization of a photochemically altered surface layer for 
increasing the refractive index. Straight single-mode waveguides and 
multimode interference couplers for the NIR spectrum fabricated by 
this approach have already been demonstrated.95

Waveguide-Coupled Organic Semiconductor Lasers
The above-mentioned fabrication techniques enable the fabrication of 
an integrated waveguide-coupled organic semiconductor laser. A 
first success was the coupling of amplified spontaneous emission 
generated in an organic semiconductor layer into an underlying deep 
UV patterned waveguide.96 Recently, an integrated laser with strongly 
(20×) enhanced coupling efficiency has been demonstrated.25 This 
waveguide-coupled laser was fabricated with three main process 
steps.

• Hot embossing of first-order DFB laser resonators

• Waveguide definition through deep UV exposure of PMMA

• Deposition of the active laser material Alq3:DCM

By keeping the complete process chain compatible with 4 in wafers, 
the mass production potential was shown. The whole process includes 
several steps, which are schematically illustrated in Fig. 7.24.

With a possible target application being a high-volume produc-
tion, a simple and fast tool replacement is necessary. Therefore the 
hot embossing process makes use of a nickel shim, which is based on 
a master fabricated by electron beam lithography and dry etching 
out of an oxidized silicon wafer (see Sec. 7.3). With the silicon wafer 

(a) (b) (c)

(d ) (e) (f )

Force

Heat

DUV

Vapor deposition

FIGURE 7.24 Schematic of the process chain for the fabrication of integrated 
waveguide-coupled organic solid-state lasers.
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multiple shims can be electroplated which are good for a couple 
thousand embossing cycles. After hot embossing, waveguides are 
defined by deep UV exposure of the PMMA substrate. The PMMA 
substrate is split into sections by a wafer saw. This sawing process 
creates sample end facets of optical quality. However, the substrate is 
not completely cut to allow further processing on wafer scale. Subse-
quently, the active laser material Alq3:DCM is evaporated through 
1 mm²  wide holes of a high-grade steel mask only onto resonators 
(thickness: 180 μm).97

The demonstrated waveguide-coupled organic semiconductor 
lasers uses first-order resonators with a period of 200 nm. The wave-
guides extend over the whole sample width of 25 mm and pass the 
resonator fields. The organic lasers are pumped with an elliptical 
excitation spot with a spot size of 500 × 50 μm2. 

A spectrum of one of these waveguide-coupled organic lasers is 
presented in Fig. 7.25. Laser light can be coupled into single-mode 
waveguides of 3 μm width as well as into multimode waveguides of 
50 μm width. The spectrum shows single-mode lasing with a spectral 
width of less than 0.3 nm at a wavelength of 630 nm.

Photodetection
The detection of the sensor signal is of utmost importance for the 
overall sensor system. Here the combination of a suitable detector 
and signal processing will lead to a good sensitivity of the system. 
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FIGURE 7.25 Emission spectrum of a waveguide-coupled organic DFB laser 
on PMMA (excitation parameters: wavelength 349 nm, repetition rate 1 kHz, 
spot size 500 x 50 μm2).



 292 Chapter Seven  

Depending on signal level and wavelength and needed signal infor-
mation, most often semiconductor-based detectors, photomultipliers, 
or spectrophotometers are employed. Lock-in amplifiers and boxcar 
integrators offer a high sensitivity sensing when combined with these 
detectors. 

Organic semiconductor-based detectors would, of course, be an 
interesting alternative to these standard techniques. The possibilities 
offered by organic devices regarding integration and low-cost manu-
facturing render such devices very attractive for integration in optical 
sensor systems. 

Research activities in the field of photodetectors are mainly driven 
by the strong interest in organic solar cells as a future cost-efficient 
way to generate electricity.6, 5 The rapid progress in device efficiencies 
also led to investigations of the usage of organic materials in photo-
detectors.3, 4 Optical sensor systems98 as well as optical data transfer 
setups comprising organic photodiodes (OPDs) have been demon-
strated.99 Even a complete data transmission system using solely 
organic optoelectronic devices was presented.23, 100 A high sensitivity 
to light pulses is one key factor in these applications.

For certain sensing schemes, a fast photoresponse of the detectors 
is important. The fastest photodetectors today are fabricated using 
small-molecule materials.101, 102 They show response times in the nano-
second regime, but unfortunately their fabrication is relatively compli-
cated due to the needed multilayer structures. Advances in the 
temporal response of photodiodes made of polymer materials show 
their prospects.103, 104 Figure 7.26 shows the temporal behavior of the 

Time (ns)

FIGURE 7.26 Normalized pulse response of a P3HT:PCBM photodiode 
following a 1.6 ns laser pulse with a wavelength of 532 nm. The FHWM of 
the −5 V biased device is 11 ns. (Reprinted with permission from Ref. 104. 
Copyright 2007, American Institute of Physics.)
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photocurrent of a P3HT:PCBM [poly(3-hexylthiophene-2,5-diyl blended 
with the fullerene derivative [6,6]-phenyl C61-butyric acid methyl ester] 
photodiode after excitation with a nanosecond laser pulse. With a 
reverse bias voltage of −5 V, a quantum efficiency comparable to the 
best Si photodiodes and a response time of about 11 ns are observed.

Organic photodetectors not only exhibit functionalities and spec-
ifications comparable to their inorganic counterparts, but also offer a 
range of other features which hardly can be realized with conven-
tional devices. One example is the possibility to fabricate devices 
with customized spectral sensitivity. This can be realized by either 
choosing special organic materials with a certain spectral sensitivity 
or with the help of microcavity photodetectors.105

Organic photodiodes could also be integrated into organic laser-
based sensor systems.  The spectral response of such devices can ideally 
be tuned to the emission spectra of the many organic lasers and fluores-
cence markers. The temporal response is sufficient to detect even short 
laser pulses at high repetition rates. Furthermore, organic detectors can 
be fabricated on a wide range of substrates,106, 107 thus offering the possi-
bility to integrate them on the same substrate with the laser source.

The structuring options for organic photodetectors are another 
important issue. Depending on the sensor system layout, the detec-
tors can be structured to have either a very large sensitive area 
(> 1 cm²) or a specific and small active area. The structuring can be 
realized by simple photolithographic methods which define the 
active area of the photodetector.108 In such a way the photodetectors 
could also be combined with waveguide structures. 

7.5 Conclusions
In this chapter we discussed the opportunities given by organic lasers 
for biosensing applications. Due to their spectral tunability and the 
ease of processing such devices bear a huge potential for integrated 
analysis systems. We showed the possibilities for integrating such 
devices with optical waveguides for harvesting the laser radiation in 
microfluidic structures based on cost-effective replication techniques. 
In addition, we pointed out that the performance of organic photodi-
odes is already comparable to that of their inorganic counterparts. In 
combination with the techniques for integration, such devices might 
pave the way for future fully organic lab-on-a-chip structures.
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Organic electronics is a rapidly developing field with a wide 
range of applications in flexible and conformable electronic 
devices. Functional materials allow for the implementation 

of new functionalities such as bistability to be employed in memory 
elements as well as physical mechanisms to be used in sensors for 
measuring various physical parameters, such as temperature or 
pressure changes. Thereby, new application markets may arise for 
organic electronic components. In this chapter first we provide a short 
synopsis of available organic semiconductors and dielectrics, useful 
for field-effect transistor devices and sensors. Then we discuss 
sensing principles for detecting temperature and pressure changes, a 
field which is still in its infancy. A tour d’horizon through selected 
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applications in memory elements and sensor systems concludes the 
chapter.

8.1 Functional Organic Materials

8.1.1 Organic Semiconductors
The requirements for organic semiconductors in organic electronics 
are rigorous. A large number of equally important criteria determine 
the performance of these devices.  

• Organic semiconductors need to exhibit good chemical sta-
bility when exposed to ambient conditions.

• They need to be stable under bias stress in typical operating 
conditions.

• They must be compatible with gate dielectrics to form inter-
faces with low interface trap density.

• Organic semiconductors must allow for efficient charge injec-
tion and low contact resistance, when in contact with metal 
electrodes. 

• They need to exhibit charge carrier mobilities exceeding 0.1 or 
even 1 cm2/(V . s) in practical applications to be comparable with 
inorganic competing technologies such as amorphous silicon.

• They should be sustainable to bending in flexible displays, 
circuits, and sensors. 

Since charge transport in organic field-effect transistor (OFET) 
devices takes place at the interface between the organic semiconductor 
film and the gate dielectric, charge transport depends on achieving 
close intermolecular stacking throughout the length scale of the OFET 
channel. One of the key tasks is to achieve long-range efficient charge 
transport by self-organization schemes. This long-range order is often 
prevented by side groups that allow for producing solution processabil-
ity in molecular semiconductors and polymers. Impurities and by-prod-
ucts from synthesis often hinder achieving high mobilities and result in 
low “off” currents.1 These impurities are also a potential reason for the 
slow degradation of devices, as often observed in experimental inves-
tigations. Traps, e.g., due to impurities, may easily immobilize charge 
carriers and thereby decrease charge carrier mobility. 

There is an intense ongoing research on high mobility organic 
semiconductors with all the aforementioned desirable properties. 
Indeed, significant recent advancement has been made in developing 
both p-type and n-type semiconductors with recent reviews describing 
in detail what has been achieved.1–7 Among these reviews one can divide 
research efforts into synthetic aspects of organic semiconductors,1 
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material challenges and applications,2 n-type organic semiconduc-
tors4 and oligomers,6 and interface effects.7 Depending on the require-
ments of device functionality, we put organic semiconductors into 
three categories: p-type semiconductors, n-type semiconductors, and 
ambipolar semiconductors.

p-Type Semiconductors 
If holes can be easily injected into the valence band (HOMO level) of 
an organic semiconductor, i.e., can sustain stable radical cations, and  
these cations (positive polarons) can move throughout the solid phase, 
than we will call this material p type. To achieve high-performance, 
solution-processable organic semiconductors with high charge car-
rier mobilities, ordered structures are needed at the tertiary nano-
structure of the organic thin films. Designing the material to exhibit 
microcrystallinity or liquid crystallinity8 or self-organization or mak-
ing use of specific interactions with a templating substrate is sug-
gested for this route. The other approach aims to produce a com-
pletely amorphous micro/nanostructure to provide a uniform path 
for charge transport, with a minimum degree of site energy fluctua-
tions.9 Among the traditional molecular semiconductors, pentacene, 
thiophene oligomers, and metallophthalocyanines are well known as 
p type (see Fig. 8.1). Among polymers, polythiophenes, polyfluorenes, 
polyarylamines, and poly(benzo-bis-imidazobenzophenanthroline) 
are promising. Currently semiconducting polymers with consider-
able air stability and high charge carrier mobility are the subject of 
intense research interests. Among the polymeric semiconductors, 
significant efforts continue to be focused on derivatives of poly(3-
hexylthiophene) (P3HT). One of the reasons for using P3HT thin 
films is the presence of microcrystalline and lamellar π stacking, 
which results in large charge carrier mobilities. The ionizaion poten-
tial (typically around 4.9 to 5.0 eV) is best suited to form ohmic 
contacts with many air-stable electrodes such as Au or conducting 
polymers such as polyethylenedioxy-thiopehene doped with poly-
styrene sulfonic acid (PEDOT/PSS). However, P3HT tends to exhibit 
large positive threshold voltage shifts VT upon exposure to air, pre-
sumably due to slight doping of the polymer with oxygen.10, 11 This can 
be improved by increasing the ionization potential of the polythiophene 
backbone either by adopting a fully planar conformation through the 
side chain substitution pattern12 or by incorporating partially conju-
gated co-monomers into the main chain.13 Field effect mobilities 
exceeding 0.15 cm2/(V . s) have been reported from such materials 
in air.13 Similarly, poly(2,5-bis(3-tetradecylthiophen-2-yl)thieno[3,2-b] 
thiophene (PBTTT) exhibits mobilities of 0.7 to 1 cm2/(V . s).14

An alternative route to solution-processable polymeric materials is 
to use small-molecular semiconductors either processed from solution 
or evaporated (sublimated) from a heated source onto a target sub-
strate. Such an example is pentacene, an aromatic compound with five 
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fused benzene rings. Pentacene has been widely studied as a p-type 
semiconductor for OFETs. The highest field-effect mobility obtained 
is 3 cm2/(V . s) for pentacene thin films on polymer dielectrics15 and 
6 cm2/(V . s) on chemically modified SiO2/Si substrates.16 

Substituted acenes based on silylethynyl,17–19 such as 6,13-bis
(triisopropylsilylethynyl) (TIPS) pentacene and triethylsilylethynyl 
anthradiophene (TES-ADT), not only are highly soluble but also 
exhibit high crystallinity with mobility as high as 1 cm2/(V . s). TES-
ADT as-deposited film is known to be amorphous and subsequent  to 
annealing-induced controlled crystallization of the thin films.19 This 
shows enormous progress in the direction of solution-processed 
organic semiconductors for OFETs.  

n-Type Semiconductors
As far as n-type semiconductors are concerned, there are still only a 
few which show high charge mobilities as compared to p-type semi-
conductors. Among them naphthalene/perylene derivatives, copper 
perfluorophthalocyanine, and fluoroalkyl-substituted oligothiophene 
are promising (see Fig. 8.2). Among all n-type oligomers such as N, N-
dioctyl-3,4,9,10-perylenetetracarboxylic diimide have shown the high-
est mobilities 0.6 to 1.7 cm2/(V . s). Quinode oligomers such as terthio-
phene-based quinodimethane stabilized by dicyanomethylene groups 
at each end show large electron mobilities up to 0.2 cm2/(V . s) with 
high on/off ratios. However, none of these materials have been applied 
so far in devices with the exception of devices for the measurement of 
charge carrier mobilities. Among the fullerenes, C60 is well known to 
have high electron mobilities up to 6 cm2/(V . s) depending on the crys-
tallinity of the film. Based on these high mobility C60 thin-film devices, 
seven-stage ring oscillators were demonstrated with an operating fre-
quency as high as 50 kHz.20 These devices have been operated only 
under inert conditions. Small-molecule organic semiconductors can 
also be rendered solution-processable by attachment of flexible side 
chains. Among the fullerene derivatives, phenyl C61-butyric acid 
methyl ester (PCBM) have mobilities as high as 0.2 cm2/(V . s) when the 
film is solution-cast on polymeric dielectrics.21  

Design of molecules for electron transport with increased elec-
tron affinity has been achieved through substitution with electron-
egative elements to allow efficient electron injection into the lowest 
occupied molecular orbital (LUMO) level and to increase hydropho-
bicity. Fluorinated compounds are more air-stable, for example, 
F16CuPc, perfluoropentacene. Interestingly there are plenty of n-type 
organic semiconductors with unpublished mobilities (see Fig. 8.3). 
Among polymeric n-type semiconductors, ladder-type polymers 
such as BBL have shown electron mobilities of 0.1 cm2/(V . s). A poly-
mer synthesized by Stille coupling of N, N'-dialkyl-1,7-dibromo-
3,4,9,10-perylene diimide with a distannyl derivative of dithienothi-
ophene has shown mobilities of 1.3 × 10−2 cm2/(V . s) (see Fig. 8.2).  
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Ambipolar Semiconductors
The ambipolar charge transport in organic transistors is a highly desir-
able property because it enables the design of circuits with low-power 
dissipation and good noise margin similar to complementary metal- 
oxide semiconductor (CMOS) logic circuits. Thin films of pentacene 
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have been shown to exhibit good electron and hole mobilities.22–23 We 
have demonstrated ambipolar CMOS-like inverters employing ambi-
polar pentacene OFETs.24 Fullerene derivatives such as PCBM and C70 
have also shown ambipolar transport and circuits.25–26 Among the 
phthalocyanines, copper phthalocyanine, CuPc,27 and iron phthalo-
cyanine, FePc, and among polymers, poly(3,9-di-t-butylindeno[1,2-b] 
fluorene) (PIF),28 and bis[4-dimethylaminodithiobenzyl]-nickel have 
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shown ambipolar transport properties in OFETs.29 Ambipolar trans-
port is also a necessary condition for light-emitting transistors,30–31 
and some of the highly luminescent polymers such as MDMO-PPV 
and F8BT have been shown to be not only ambipolar transport mate-
rials but also useful materials for light-emitting devices.32–33 There is  
probably a large number of organic semiconductors with unknown 
ambipolar characteristics. One of the latest examples is the function-
alized heptacene as reported by Chun et al.34

Self-assembled monolayer (SAM) modified gate dielectrics also 
influence the morphology and electronic properties, including ambi-
polar transport of all the aforementioned semiconductors.35 SAMs 
bring an improvement in the charge injection by interposing an 
appropriately oriented dipole layer between the contact and the sem-
iconductor in OFETs.36 Some of the commonly used SAMs in OFETs 
are shown in Fig. 8.4. 

8.1.2 DNA
For practical use of DNA as an electroactive material in organic elec-
tronics, natural DNA, fish waste, e.g., salmon sperm, which is nor-
mally a waste product of the salmon fishing industry, are attractive. 
Although there is a wealth of knowledge on the nature of the trans-
port properties on synthetic DNA, in this chapter we focus only on 
DNA materials derived from salmon milt. The reader may also note that 
there is an ongoing debate on the insulating,37–42 semiconducting, 43-44 
highly conducting,45 as well as superconducting nature46 of transport 
in DNA molecules. 

The DNA used for our research in optoelectronic devices was 
purified DNA provided by the Chitose Institute of Science and Tech-
nology (CIST).47 The processing steps involved first the isolation of 
the DNA from frozen salmon milt and roe sacs through a homogeni-
zation process. It then went through an enzymatic treatment to 
degrade the proteins by protease. The resulting freeze-dried purified 
DNA has a molecular weight ranging from 500,000 to 8,000,000 Da 
with purity as high as 96% and protein content of 1 to 2%. The molec-
ular weight of the DNA provided by CIST is on average greater than 
8,000,000 Da. If necessary, the molecular weight of DNA supplied by 
CIST can be tailored and cut using an ultrasonic procedure48 which 
gives rise to a lower molecular weight of 200,000 Da depending on 
the sonication energy, as shown in Fig. 8.5. It was found that purified 
DNA is soluble only in aqueous media; the resulting films are water- 
sensitive and have insufficient mechanical strength, so they are not 
compatible with typical fabrication processes used in polymer-based 
devices. It has also been observed that many particulates are present 
in the DNA films. Therefore, additional processing steps are per-
formed to render DNA more suitable for organic device fabrication 
with better film quality. From the knowledge of stoichiometric 
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combination of an anionic polyelectrolyte with a cationic surfactant, 
it has been shown that DNA, which is an anionic polyelectrolyte, 
could be quantitatively precipitated with cationic surfactant in 
water,49 using hexadecyltrimethylammmonium chloride (CTMA), by 
an ion-exchange reaction50–51 (see Fig. 8.5). The resulting DNA-lipid 
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complex became water-insoluble and more mechanically stable due to 
the alkyl chain of the CTMA. Adding the CTMA complex, DNA-CTMA 
could now be dissolved using organic solvents, such as chloroform, 
ethanol, methanol, butanol, or chloroform/alcohol blends. When dis-
solved in such organic solvents, the DNA-CTMA was passed through 
a 0.2 μm filter to remove large particulates. DNA-CTMA films can be 
cast by standard methods such as spin coating, doctor blading, dip 
coating, drop casting, etc. and exhibit excellent transmission over a 
wide wavelength range from 300 to 1600 nm. DNA-CTMA is also a 
very low-loss optical material applicable over a wide range of wave-
lengths with a refractive index ranging from 1.526 to 1.540. The elec-
trical resistivity of DNA-CTMA films with molecular weights of 
500,000 and 6,500,000 as a function of temperature is in the range of 
109 to 1014 Ω . cm depending on the molecular weight. The dielectric 
constant of DNA-CTMA decreases from 7.8 to 6 in the frequency 
range between 1 and 1000 kHz. From thermogravimetric analysis 
(TGA) of the DNA-CTMA complex, thermal stability up to 230°C and 
a water uptake of 10% in air at room temperature are obtained.

Recently we demonstrated that thin films of DNA-CTMA can be 
employed as gate dielectric in low-voltage operating OFETs.52–53 A 
smooth dielectric film is a prerequisite in order to allow for the depo-
sition of smooth organic semiconductor films, thereby creating a bet-
ter interface for charge transport. Another important feature is the 
large capacitive coupling enabled by the rather large dielectric con-
stant of 7.8 for DNA-CTMA. A study on the thin-film morphology of 
DNA-CTMA reveals formation of self-organized structures in the 
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FIGURE 8.5 The purifi ed DNA is initially soluble only in aqueous solutions and does 
not dissolve in any organic solvent. Purifi ed DNA is modifi ed through a cationic 
surfactant (hexadecyltrimethyl ammonium chloride––CTMA) cation exchange 
reaction to enhance solubility, processing, and stability. (See also color insert.)
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thin films with a high molecular weight of 8,000,000 Da. These self-
assembled DNA-surfactant complex materials, with good processa-
bility, may have applications in molecular optoelectronics. It has been 
proposed that such a self-organized structure arises because the alkyl 
chains are oriented perpendicular to the film plane, and chiral DNA 
helices were oriented in the direction parallel to the film plane.46

8.1.3 Electroactive Polymers
The role played by the polymeric gate dielectric is as important as the 
role of the organic semiconductor in organic electronic devices. In 
OFET sensors, the gate dielectric plays an even more important role 
than the organic semiconductor. 

 1. Gate dielectrics permit the creation of the gate field in order 
to establish a two-dimensional channel charge sheet.

 2. The accumulated charge carriers transit from the source to the 
drain electrode in an area close to the dielectric/semiconductor 
interface. Hence, the chemical nature of the semiconductor/
dielectric interface greatly affects how the accumulated charges 
move in the semiconductor. 

 3. Gate dielectrics are responsible for device stability. 

 4. They determine the operating voltage of devices according to 
the dielectric constant and thickness of the gate dielectric. 

 5. Gate dielectrics may display quasi-permanent charge storage 
or polarization used in nonvolatile memory elements. 

 6. They are essential in flexible displays and sensors since poly-
mers are usually easily bendable.

 7. When transparent, gate dielectrics enable the fabrication of 
photosensitive transistors. Hence the development of poly-
meric gate dielectric materials is of fundamental importance to 
the progress of organic electronic devices. 

   Solution-processable polymeric dielectric materials are 
attractive, partly because films with excellent characteristics 
can often be formed by spin coating, casting, or printing at low 
process temperatures under ambient conditions. Moreover, 
the capability of easy film formation has practical advantages 
when coupled with low-cost patterning techniques for poly-
meric dielectrics as well as other materials needed in the fabri-
cation of OFETs. From this point of view, polymeric dielectrics 
offer large potential as compared to their inorganic counter-
parts. Due to the limitations of space, no attempt is made to 
review the device physics of gate dielectrics in depth, nor will 
we give an overview of single crystal OFETs. For these impor-
tant subjects we refer to other excellent recent reports and 
review articles.54–56



 310 C h a p t e r  E i g h t  

A large variety of polymeric dielectrics have been investigated for 
their use in OFETs. Their chemical structures are shown in Fig. 8.6. For 
example, polyimides are commonly used as dielectric materials in 
flexible pressure sensors57, 58 and circuitry.59 Divinyltetramethyldisiloxane-
bis(benzocyclobutene) (BCB), another type of spin-on dielectric broadly 
used in the microelectronics industry, is used for high-performance tran-
sistors and circuits.20 Poly(vinylphenol) is used in the fabrication of all-
polymer logic circuits.60 Poly(vinyl alcohol) (PVA) is used as an electret 
in electret field-effects transistors (EFETs).61, 62 Poly(dimethylsiloxane) 
(PDMS) is well known to form “PDMS stamps” which allow one to 
make conformal contact with organic semiconductors using deposition 
methods for dielectric layers that may cause degradation of the organic 
semiconductor.63 Photocurable organic polymeric dielectrics such as thin 
films of poly(4-vinylphenol) (PVP) can be patternable and printable 
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when crosslinked with a crosslinker and also meet requirements for fab-
rication of organic circuits.64, 65 Polymer electrolytes are also used as high-
capacitance dielectric layers to boost OFET currents and to enable low 
operating voltages.66, 67 Very few polymers such as PVA support ambipo-
lar transport which resulted in complimentary-like inverters.68, 69 
Poly(vinylidene fluoride-trifluoroethylene) (P(Vdf-TrFE) is a ferroelec-
tric polymer used in the fabrication of ferroelectric field-effect transistors 
(FeFETs) and memory elements.70 In its nonpolar form it facilitates the 
fabrication of hysteresis-free OFETs.71 Poly(m-xylylene adipamide) 
(MXD6) is most likely a glassy dipolar polymer which has been used in 
nonvolatile memory elements, but not a ferroelectric polymer.72 Poly(α-
methylstyrene) (PαMS) has also been demonstrated to be useful as elec-
tret in a nonvolatile memory element.73 However, criteria for memory 
elements are extremely tight (in terms of access times, retention time, 
and endurance to mention only a few), and so far none of the demon-
strated polymer-based memories fulfill all these requirements.74 The 
aforementioned applications suggest that polymeric dielectrics have to 
be very robust. For example, it should be possible to print them as large-
area thin films without pinholes; they should adhere firmly to a variety 
of conducting substrates, compatible with p- and n-type organic semi-
conductors; and they should display low-leakage currents and high 
thermal stability. There is also debate on choosing high or low dielec-
tric constant materials. Insulator layers with a high dielectric constant 
can negatively affect the mobility because they usually have randomly 
oriented dipole moments near the interface which increase the ener-
getic disorder inside the semiconductors.75, 76 On the other hand, high 
dielectric constant materials are employed for reduced operating voltage 
OFETs.

8.2 Single-Element Devices

8.2.1 Memory Elements
Nonvolatile flash memory, which uses silicon and its oxides, revolu-
tionized consumer electronics: it is used to store information in mobile 
phones, pictures taken with digital cameras, data in memory sticks, 
and even as hard-disk replacement in cheap laptop computers. Bista-
bility in such flash memories is achieved by introducing a second 
“floating gate” to a silicon transistor between the normal control gate 
(which regulates the flow of current through the transistor) and the 
semiconducting substrate, in order to define the spatial position of 
trapped charges (see Fig. 8.7a). However, the existing technology 
based on Si has not been currently employed in organic circuits. 
Hence, there are tremendous research efforts ongoing to develop an 
electrically accessible nonvolatile organic memory technology.77 At 
present only two approaches to these challenges have been reported:  
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EFETs (which can be seen as crude first steps toward organic flash 
elements) and FeFETs.

EFETs
EFETs are field-effect transistors with a space charge electret as gate 
dielectric. The external field of the charged electret alters the conduc-
tance of the semiconductor channel between the source and the drain 
electrode, enabling applications in nonvolatile memories and sensors. 
Such an electret-based memory element developed by Baeg et al.73 
employs a thin layer of electret instead of a floating gate in between a 
gate dielectric and semiconductor, as depicted in Fig. 8.7b, and comes 
quite close to architectures used in silicon flash memories. However, 
operation voltages are still much too high to be of practical use. 

First attempts to use polarizable gate insulators in combination 
with organic semiconductors were reported by Katz et al. in a most 
important seminal publication.78 The FETs showed floating gate effects, 
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but the potential for organic memories was not fully exploited. A sche-
matic view of devices with space charge or dipolar electrets is shown in 
Fig. 8.8. Due to charge separation and trapping in space charge elec-
trets and frozen metastable or permanent ferroelectric polarization, the 
charge density at the interface between the semiconductor and the gate 
electret is altered. This results in significant effects in the transfer char-
acteristics of the transistor as outlined in detail below. 

As revealed in Fig. 8.9, the memory effect of the EFET is demon-
strated by showing the drain-source current Ids 

versus the gate-source 
voltage Vgs 

at a constant drain-source voltage Vds 
= 80 V. The magni-

tude of the source-drain current Ids 
increases with an amplification of 

up to 104 at Vg 
≈ 50 V with respect to the initial “off” state with Vg 

= 0 V. 
The saturated Ids 

remains at a high value even when Vg 
is reduced 

back to Vg 
= 0 V (hysteresis or bistability). To completely deplete Ids, 

one needs to apply a reverse voltage of Vg 
≈ −30 V. A large shift in 

threshold voltage, Vt 
by 14 V, is observed when measured the second 

time in comparison to the initial cycle. After that, there is practically 
no more shift in Vt. The 10th cycle showed no significant shift in Vt  

in 
comparison to the 2nd cycle. Each measurement was performed with 
a long integration time of 1 s.
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A similar memory element was realized with a gate dielectric 
composed of marine-based DNA, as shown in Fig. 8.10. A Ids on the 
order of 10−10 A in the off state is modulated by the gate field up to 4 
orders of magnitude, reaching a saturated Ids of 10−6 A with an applied 
Vg < 10 V. One can also clearly observe a large hysteresis with a shift 
of Vt ≈ 7 V. Figure 8.10a shows that Idrain, sat  is bistable around Vgs = 0 V. 
In the case of PVA gate dielectrics, ionic residuals from the polymer-
ization process were identified as source of the current bistability.79

Memory elements are characterized by their retention time, the time 
when the stored charges decrease to 50% of the initial value. To estimate 
the retention time of the stored charges in the memory, time resolved 
measurements were performed as depicted in Fig. 8.10a. In Fig. 8.10a, Ids 
is measured for a gate voltage pulse Vgs applied for 200 s. After switching 
off the voltage pulse, the current decays, after 800 s the current is still 
more than one order of magnitude larger than the off current. It is also 
evident in Fig. 8.10a that the relaxation of the current slows down, so one 
might expect a sizable memory even after much longer times. 

A modified EFET developed by Baeg et al. makes use of two-layer 
gate dielectrics: SiO2 as gate dielectric and a thin layer of the charged 
electret PαMS in between the SiO2 and the pentacene semiconductor 
layer. When a high gate voltage is applied to the device, the electret 
layer is charged. When a reverse voltage is applied, the electret layer 
is discharged and thus the initial state is restored. However, a large 
amount of trapped charges in the electret impose an added voltage 
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on the threshold gate voltage analogous to a floating gate in a flash 
memory. Such a bistable state is demonstrated in Fig. 8.11. Resulting 
devices have switching speeds on the order of 1 μs, which is the fast-
est among all the devices reported, but at voltage levels still too high 
to be useful in practical applications.

FeFETs
FeFETs are field-effect transistors with ferroelectric gate insulators. 
These devices make use of the dipole polarization of ferroelectric 
capacitors which shows butterflylike hysteresis loops. Memory func-
tionality is obtained by the bistable polarization of the ferroelectric 
gate dielectric, which remanently attenuates the charge density in the 
semiconductor channel.

For this class of devices, ferroelectric copolymers such as P(VDF-
TrFE)80, 81 and glassy dipolar polymers such as MXD682 are used. Because 
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of the fact that ferroelectric switching takes place only when the applied 
field exceeds the coercive field, high-quality thin films of P(VDF-TrFE) 
were prepared by using specific solvents (cyclohexane) (see Fig. 8.12). 
Typical coercive fields are on the order of 50 MV/m. The important find-
ings on ferroelectric switching in P(VDF-TrFE) suggest that the coercive 
field does not saturate with decreasing film thickness.83 An overview of 
remanent polarization Pr versus ferroelectric layer thickness is shown 
in Fig. 8.13. For the ferroelectric characterization, the Sawyer-Tower 

FIGURE 8.12 AFM measurement on an annealed P(VDF-TrFE) layer with a 
thickness of 200 nm. The area size is 2 × 2 μm2 with, on the left, the 
topography (20 nm gray scale range) and, on the right, the phase response 
of the same area. (Reproduced with permission from Ref. 81. Copyright 2005, 
American Institute of Physics.)

1. Ref. 3
2. Ref. 4
3. Ref. 5 (140°C)
4. Ref. 5 (128°C)
5. Ref. 5 (120°C)
6. Ref. 6
7. Ref. 7
8. Present results

0
10

20

30

40

50

P
r
(m

C
/m

2 )

60

70

80

100 200

d (nm)

300 400

FIGURE 8.13 Summary of the remanent polarization of spin-cast P(VDF-TrFE) 
capacitors as a function of the ferroelectric layer thickness. The graph 
includes reported as well as present results. The lines are drawn as a guide to 
the eye. (Reproduced partly with permission from Ref. 81. Copyright 2004, 
American Institute of Physics.)



 318 C h a p t e r  E i g h t  

circuit is used, where the displacement is measured versus the applied 
field to obtain D–E hysteresis loops. 

The D–E hysteresis loops for ITO/PEDOT:PSS/P(VDF-TrFE)/Au 
capacitors, which demonstrate square and symmetrical hysteresis 
loops are shown in Fig. 8.14. At high fields, polarization saturates 
with a remanent polaraization of 75 mC/m2 and a coercive field of 
55 MV/m. Low-voltage (20 V) operating FeFETs with poly(3- 
hexylthiophene) as solution-processed semiconductor were demon-
strated81 as shown in Fig. 8.15. Retention times up to 1 week have 
been measured under floating gate conditions. One of the drawbacks of 
the floating gate operating mode is the slowing down of the retention 
loss because charges in the gate electrode are not free to exit the device. 
Unni et al. performed experiments under nonfloating conditions 
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which does not seem to be a nondestructive mode readout operation 
of FeFET.80 Stadlober et al. demonstrated hysteresis-free ferroelectric 
polymer transistors, using films in the nonpolar a-phase.71 

In a completely different approach, without using any electret or fer-
roelectricity, bilayers of ZnO/pentacene OFETs also give rise to floating 
gate mode operating memory elements.84 However, the retention curves 
as shown in Fig. 8.16 are obtained with a writing gate voltage of −100 V 
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for 1 s and a constant drain voltage of -100 V. Retention times up to 
200 s at zero gate voltage were achieved although the on/off ratio is on 
the order of 10. As a summary of this section, it is obvious that the field 
of organic memory elements is in its infancy  and requires  additional 
extensive  research to reach practical interest in real-world applications.

As another example with potential practical applications, we next 
describe briefly organic electronics-based sensors for monitoring 
physical parameters and for photodetection.  

8.2.2 Single-Element Temperature and Pressure Sensors
There is a large amount of literature on chemical sensing with OFETs, 
which we will not review here. Rather we limit our discussion to sen-
sors recording changes in physical environmental parameters such as 
changes in temperature and pressure. Such sensors may be useful in 
a wide range of applications and may also form the basis for large 
area electronic skin.

The field of temperature and pressure sensing with OFETs is also in 
its infancy, and only a limited number of publications are available, 
despite the large prospect for applications. Darlinski et al.85 have out-
lined a pressure sensitivity in polyvinylphenol-based OFETs, which 
they ascribe to changes in carrier mobility, threshold voltage, and con-
tact resistances. The origin of the effects measured has not been com-
pletely clear yet, so there is still research required to clarify the inherent 
pressure dependence of OFETs. Trapped charges may play an impor-
tant role, but more experiments are needed to elucidate this sugges-
tion. Jung et al. exploited thermal transport in the subthreshold regime 
of organic thin-film transistors to demonstrate temperature sensing 
with pentacene-based OFETs with silicon dioxide gate dielectrics on 
silicon substrates.86 Maccioni et al. have suggested the use of OFETs as 
sensors for environmental properties in smart textiles.87 Graz et al. and 
Zirkl et al. employed functional polymers such as ferroelectrets88 or 
ferroelectric copolymers89 for pressure and temperature sensing. In 
their approach, the functional polymer is not directly employed as gate 
dielectric, but is connected to the gate. Temperature and pressure sen-
sitivity is obtained by means of the pyro- and piezoelectric effect of 
ferroelectrets or ferroelectric polymers. Thereby piezoelectric switches, 
pressure sensors, and paper-thin microphones could be demonstrated, 
as well as optothermal switches and infrared sensors. There is plenty of 
room for further work on sensing principles with OFET-based devices, 
which may be used in applications such as mobile appliances, but also 
sensitive skin in robotics, etc.

8.2.3 Light Sensors
Light response in OFETs is of interest from both a fundamental science 
and an application point of view.90–109 A scheme of a light-responsive 
OFET is shown in Fig. 8.17. From the fundamental point of view, so 
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far very little is known about the origin of the nature of charge trans-
port under illumination and whether it is unipolar or ambipolar.90 
Ambipolar transport is sensitive to the interface between the organic 
semiconductor and the gate dielectric23 as well as the nature of the 
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traps.110 Likewise, in the studies of photoresponse, an observation of 
high responsivity R, which is defined as Jph/P, where Jph is the photo-
current density (total drain current Id upon illumination minus the
dark current per unit area) and P is the illumination power density,101 
can be affected by electron trapping at the interface near the gate 
dielectric layer96 and the electrode work function.98  From the applica-
tion side, a distinct feature of the light-sensing properties of OFETs is 
that R can be tuned by orders of magnitude by an applied Vg. The 
largest measured R values are on the order of 1 to 100 A/W among all 
organic devices prepared by Narayan and Kumar on single-layer poly 
P3HT OFETs90 and by Noh et al. on single-layer 2,5-dibromothieno 
[3,2-b]thiophene (BPTT).101 A photovoltaic effect111 and high R112, 113 are 
reported on ambipolar transistors based on a bulk heterojunction 
concept. Such a highly photoresponsive OFET based on photoin-
duced charge transfer layer of C60 and ZnPc mixed layer as a photoac-
tive layer is shown in Fig. 8.17. In this experiment, using a mask to 
illuminate only the active channel of the OFET with minimized arti-
facts, a large R of 10−3 to 101 A/W depending on the intensity of illu-
mination and on applied Vg could be obtained.114

Under illumination Id in a transistor can be simply written as the sum 
of dark current Idark and wavelength-dependent photocurrent Iph (λ):
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(8.3)

where Cins = capacitance per unit area
 W, L, and t =  channel width, length, and the active layer 

thickness, respectively
 N = charge carrier density in the bulk

Charge carrier density N depends on the number of photogen-
erated charge carriers (PCCs), denoted by nph.

 
n Gph = η τ

 
(8.4)
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which depends on the quantum efficiency for charge carrier genera-
tion η, the generation rate G, and the average lifetime of the PCC τ. 

The generation rate G is given by the product of absorption coef-
ficient α(λ) and the photon flux density φ per unit area per unit time. 
If we assume that charge generation takes place within the active 
region, i.e., η ≠ 0 for 0 ≤ x ≤ d and η = 0 for d ≤ x ≤ t and Iph (λ) is pri-
marily controlled by the generation process in the regime above the 
absorption edge, then Iph (λ) can be written in terms of  
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Where K P hcλ λα ητλ= ( )0 / .

Equation (8.5) can be used to estimate the depletion zone d in a 
phototransistor.103

The photocurrent spectral response of photoresponsive P3HT OFETs 
depending on the gate voltage is shown in Fig. 8.18. The aforemen-
tioned dependencies are well studied in multilayer thin-film diode 
structures; however, studies of the photogeneration processes in OFETs 
are scarce.

8.3 Large-Area Pressure and Temperature Sensors
Most advanced large-area, flexible sensor skins have been reported by 
Someya et al.57 By using pressure-sensitive rubber and temperature- 
sensitive organic diodes, large-area pressure and temperature sensor 
arrays capable of capturing images of pressure and temperature 
distributions have been demonstrated. As an example, images of 
pressure distributions from a kiss mark are shown in Fig. 8.19. This 
example outlines the huge potential of organic electronics in large-
area electronic surfaces.

8.4 Summary
In this chapter we provided a brief overview of the state of the art in 
organic semiconductors, in polymeric gate dielectrics, in functional 
gate dielectrics, and in OFETs derived from such materials. We have 
outlined practical applications of OFETs in nonvolatile memories, as 
well as in sensors for recording changes in ambient conditions, such 
as changes in temperature and pressure. Although there has been tre-
mendous progress in these fields of organic electronics, there is still a 
vast amount of research necessary to bring the technology to  matu-
rity. Hence there is still plenty of room for exciting new developments 
in memories and sensor applications, and organic electronics has a 
bright future in research and development.
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9.1 Introduction
The evolution of living organisms has led to development of excellent 
biosensors, and when developing new sensory technologies, one should 
look to nature for the most favorable solution. The amazing sensory 
performance of biological systems is derived from a collective system 
response mostly involving analyte-triggered biochemical cascades. In 
addition, molecules with alternating single and double carbon bonds, 
i.e., conjugated molecules, having specific optical properties are fre-
quently utilized in biological systems. The fascinating light harvesting 
complex taking part in the photosynthesis in green plants and the con-
formational transition of the retinal molecule, which is covalently 
attached to the protein rhodopsin in the retina of the eye, are examples 
of how nature makes use of conjugated molecules. Likewise, optical 
biosensors utilizing luminescent conjugated polymers (LCPs) are tak-
ing advantage of similar phenomena. The detection schemes of these
sensors are mainly employing the efficient light harvesting properties 
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or the conformation-sensitive optical properties of the conjugated 
polymers. LCPs offer a diverse sensor platform and can be used in a 
wide range of biomolecular recognition schemes to obtain sensory 
responses. Biosensors based on conjugated polymers are sensitive to 
very minor perturbations, due to amplification by a collective system 
response, and offer a key advantage compared to small-molecules 
based sensors. 

Conjugated polymers are made of several repeating units, mers, 
and a wide range of biological active polymers can also be found in 
nature. For instance, the molecule carrying all the genetic informa-
tion, DNA, has a repetitive helical structure made up from four 
nucleotides, whereas 20 amino acids are used to create a diversity of 
polypeptide chains that are folded into functional proteins. This 
molecular similarity between conjugated polymers and biological 
polymers offers a great possibility to create simple versatile biosen-
sors, as these two classes of molecules are able to form strong com-
plexes with each other due to multiple noncovalent interactions. The 
ability of conjugated polymers to noncovalently interact with individ-
ual biomolecules, such as proteins, and afford an optical fingerprint 
corresponding to a distinct conformational state of this biomolecule 
sets these molecules apart from conventional dyes and other sensor
technologies, potentially enabling novel technologies for studying
biological processes in a more refined manner. Most conventional 
techniques are limited by their reliance on detecting a certain biomol-
ecule, whereas the LCPs are identifying a specific structural motif or 
a distinct conformational state of a biomolecule. Hence, the LCPs 
offer a possibility to monitor the biochemical activity of biological 
events on the basis of a structure-function relationship rather than on 
a molecular basis. 

The unique conformational-sensitive optical properties of LCPs 
have proved to be a great asset for studying protein misfolding and 
aggregation. As the aggregation of proteins is associated with a wide 
range of serious diseases, the LCP technique can also be used to gain 
increasing knowledge regarding the pathological events of such 
diseases. In this chapter, the molecular structure and the optical 
properties of LCPs, as well as the use of LCPs as optical sensors for 
biological events, especially protein aggregation, will be discussed.

9.2 Luminescent Conjugated Polymers 

9.2.1 Definition and Examples 
In the unsubstituted form, conjugated polymers are insoluble, but 
with proper chemical modifications of the polymer backbone they 
can be dissolved in organic solvents. However, the use of conjugated 
polymers as detecting elements for biological molecules requires that 
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the polymers be compatible with an aqueous environment. This can 
be achieved by adding ionic substituents on the polymer backbone. 
To achieve excellent LCPs, e.g., polymers exhibiting fluorescence 
with high quantum efficiency, a polymer backbone consisting of sub-
stituted thiophene rings or fluorene building blocks is preferable, as 
photoluminescence in conjugated polymers requires a non degener-
ated ground state. A wide range of water-soluble LCPs have been 
reported,1–14 and some examples are shown in Fig. 9.1. The functional 
groups of the conjugated polymers, being anionic or cationic at differ-
ent pH values, make these polymer derivatives suitable for forming 
strong polymer complexes with negatively or positively charged bio-
molecules, such as DNA or proteins. In addition, the ionic groups are 
able to create versatile hydrogen bonding patterns with different 
molecules, which might be necessary to achieve specific interactions 
with different biomolecules.

9.2.2 Optical Properties
The optical processes in conjugated polymers are highly influenced 
by the conformation of the polymer backbone and the separation and 
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aggregation of polymer chains.  The optical transitions of conjugated 
polymers are believed to occur on different parts of the same polymer 
chain, intrachain events, or between adjacent polymer chains, inter-
chain events. The intrachain events are mainly dependent on the con-
formation of the polymer backbone, and the interchain processes 
occur as nearby polymer chains come in contact with each other, lead-
ing to stacking of the aromatic ring systems, such as the thiophene 
rings.  Polythiophenes have been shown to exhibit a variety of optical 
transitions upon external stimuli such as solvents,15 heat,15–18 ions,3, 19, 20

or proteins,21–24 leading to the design of a variety of sensory devices. 
Such effects have been termed solvatochromism, thermochromism, iono-
chromism, or biochromism, respectively. As there is a strong correlation 
between the electronic structure and the backbone conformation in 
conjugated polymers, any change in the main chain conformation 
will lead to an alteration of the effective conjugation length, coupled 
with a shift of the absorption in the UV-visible range.25–28 A coil-to-rod 
(nonplanar-to-planar) conformation transition of the polymer back-
bone is observed as a red shift of the absorption maximum, due to an 
increased effective π conjugation length of the polymer backbone.15–18

Studies on different polythiophene derivatives have shown that the 
conformational changes of the main chain, planar to twisted non-
planar, could be affected by order-disorder transitions of the side 
chains.16–18, 29–31 This phenomenon has also been confirmed by theo-
retical investigations.32, 33

The highly conjugated planar form of the polymer backbone is 
also assumed to be coupled with intermolecular aggregates.33 Hence, 
a red shift in absorption might also be associated with π aggregation 
between polymer chains which is seen as a distinct shoulder at longer 
wavelength in the UV-vis spectra.34–36 This phenomenon might occur 
independently of the planarization of the backbone and should be 
distinguished from the red shift owing to planarization alone.34, 35

However, studies performed on well-defined oligothiophene model 
compounds have shown that the structurally induced chromic effects 
are mainly due to conformational changes of the backbone instead of 
interchain interactions.37–39 To visualize the optical transitions, the 
absorption spectra of a zwitter-ionic polythiophene derivative, POWT 
(Fig. 9.1), in different buffer systems are shown in Fig. 9.2a.36 At pH 5, 
where most of the side chains are zwitter-ionic (both negatively and 
positively charged), the polymer backbone is in a nonplanar helical 
conformation, associated with a blue-shifted absorption spectrum. 
When the pH is increased or decreased, the backbone of the conju-
gated polymer adopts a more planar conformation, seen as a red shift 
of the absorption maximum. A closer look at the spectra for POWT in 
pH 2 and pH 8 buffer solutions (Fig. 9.2a) reveals an interesting obser-
vation. The absorption maximum is similar, but the spectrum recorded 
for POWT in the pH 8 buffer solution has a shoulder in the region at 
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570 nm, indicating that an aggregation of polyelectrolyte chains takes 
place at alkaline pH but not at acidic pH.

The photoluminescence (fluorescence) efficiency of conjugated 
polymers is also dependent on the geometry of the polymer back-
bone, especially the separation or aggregation of polymer chains. The 
intensity of the fluorescence of the aggregated phase of polythio-
phene derivatives compared with the fluorescence of the single-chain 
state has been shown to be weaker by approximately one order of 
magnitude.40–42 Similarly, studies of thin films of POWT (Fig. 9.1) have 
shown an analogous trend in the photoluminescence upon separa-
tion and aggregation of the polymer chains.43, 44 As the polymer chains 
were separated, the photoluminescence maximum was also blue-
shifted by approximately 105 nm, compared to the dense packing of 
the polymer chains. Similar changes also occur when placing POWT 
in different buffer solutions (Fig. 9.2b).36 At pH 5, when the polymer 
side chains largely have a neutral net charge, the polymer chains 
adopt a nonplanar conformation, and the chains are separated, seen 
as a blue-shifted emission maximum and an increase of the intensity 
of the emitted light. In more alkaline pH (pH 8) the POWT peak emis-
sion is at a longer wavelength and with decreased intensity, related to 
a more planar backbone and aggregation of polymer chains. At acidic 
pH (pH 2), light with a slightly longer wavelength (relative to pH 5) 
is emitted, but the intensity of the fluorescence is not decreasing in 
the same way as observed for POWT in alkaline buffer solution. 
Hence, an acidic pH seems to favor a more rod shape conformation of 
the polymer chains, but aggregation of the polyelectrolyte chains is 
presumably absent. A schematic drawing of the polymer chain con-
formations for POWT in different buffer solutions and the  conforma-
tional induced optical transitions relating to these geometric changes 
are shown in Fig. 9.2c.36

9.2.3 Conjugated Polymers as Optical Sensors
The application of conjugated polymers for colorimetric detection of 
biological targets (biochromism) was first described by Charych and 
coworkers45 in 1993. The technique is utilizing a ligand-functionalized 
conjugated polymer, which undergoes a colorimetric transition (coil-
to-rod transition of the conjugated backbone) upon interaction with a 
receptor molecule of interest (Fig. 9.3). The specificity in this first gen-
eration of conjugated polymer-based biosensors is due to the covalent 
integration of distinct ligands on the side chains of the conjugated 
polymers. Ligand-functionalized versions of polydiacetylenes have 
been used extensively for colorimetric detection of molecular interac-
tions,45–49 and polythiophene derivatives that display biotin21–23 and 
different carbohydrates24 have been synthesized and shown to 
undergo colorimetric transitions in response to binding of strepta-
vidin and different types of bacteria and viruses, respectively. 
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However, in all cases, the detection and recognition events are due to 
the covalently attached side chains, and these chemical modifications 
require advanced synthesis and extensive purification of numerous 
monomeric and polymeric derivatives.Also the first-generation sen-
sors were utilizing optical absorption as the source for detection, and 
the sensitivity of these sensors was much lower compared with other 
sensing systems for biological processes. 

To avoid covalent attachment of the receptor to the polymer side 
chain and to increase the sensitivity of the biosensors, LCPs with 
repetitive ionic side chains have been utilized. These systems take 
advantage of the polymeric nature of the LCPs, and multivalent non-
covalent interactions between a synthetic polymer, the LCP, and a 
natural polymer, i.e., the biomolecule, occur.7, 13, 50–53 This is something 
quite different from what has been accomplished with many fluores-
cent detector dyes over the years. In addition to the covalent attachment
of point-like fluorophores by covalent chemistry to biomolecules, 
noncovalent environment-sensitive dyes have been frequently 
employed for biomolecular recognition and can provide information 
on, e.g., local hydrophobicity and proximity within a complex. In 
contrast to stiff small-molecular dye binding, complexation between 
a flexible polymer, the LCP, and a biological polymer causes changes 
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Polymer/dsDNA
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FIGURE 9.3 Schematic drawing of the detection of DNA hybridization by luminescent 
conjugated polymers. The technique using FRET or superquenching from the polymer 
chain is shown at left, and the technique using the geometric changes of the 
polymer chains to detect the hybridization event is shown at right.
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in the geometry of the LCP. The most sensitive biosensors based on 
conjugated polymers reported in the literature are utilizing changes 
in the absorption or emission properties from the conjugated poly-
mers. Normally, fluorescence is the preferable method of choice for 
detection, as it is a widely used and rapidly expanding method in 
chemical sensing. Aside from inherent sensitivity, this method offers 
diverse transduction schemes based upon changes in intensity, energy 
transfer, wavelength (excitation and emission), polarization and life-
time. Optical sensors, based on LCPs, can be divided mainly into two 
different types, depending on which detection scheme is used. Sche-
matic drawings of the two detection schemes for the detection of 
DNA hybridization are shown in Fig. 9.3.

In the first approach, superquenching of the fluorescence from 
the conjugated polymer chain is used, where a single site of quench-
ing causes loss of fluorescence from the complete chain.8, 50, 54–63 The 
quenching may be due to fluorescence resonance energy transfer 
(FRET) or excitation quenching. If a biomolecule labeled with a 
quencher is coordinated in close vicinity to the polymer chain by 
multiple noncovalent interactions (electrostatic or hydrophobic inter-
actions), it is possible to detect the presence of a certain biomolecule 
in a sample by the quenching of the emitted light from the LCP. A 
wide range of biosensors, including sensors for DNA hybridization 
as well as ligand-receptor interactions and enzymatic activity, utiliz-
ing the impact of biomolecules on these conditions for FRET or exci-
tation transfer have been reported.64–79

The second type of biosensors is based on detection of biological 
processes through their impact on the conformation and the geometry 
of the conjugated polymer chains.7, 13, 52, 53, 80–85 Similar to the first tech-
nique described above, a complex between the conjugated polymer 
and a certain biomolecule is being formed due to noncovalent interac-
tions. The complex being formed can then be studied in situ as the 
conformational flexibility of LCPs allows direct correlation between 
the geometry of chains and the resulting electronic structure and opti-
cal processes such as absorption and emission. If conformational 
changes of the biomolecule or other biomolecular events can lead to 
different conformations of the associated polymer backbone, an altera-
tion of the absorption and emission properties of the polymer will be 
observed. Hence, this phenomenon can be used as a sensing element 
for a wide range of biological events, appropriate for making novel 
biosensors. Similar to the quenching method described above, this sec-
ond technique has been used to detect DNA hybridization and ligand-
receptor interactions.7, 53, 81, 83-86 However, utilizing the structurally 
induced optical changes of the conjugated polymer backbone also 
allows the tantalizing possibility to detect conformational changes of 
biomolecules. This has been verified by using LCPs to detect confor-
mational changes in synthetic peptides,87, 88 and calcium-induced con-
formational changes in calmodulin.86 The detection of these biological 
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processes is carried out by using the conformational changes of cat-
ionic, anionic, and zwitter-ionic polythiophene derivatives, which are 
noncovalently attached to the biomolecule of interest. 

The LCP, POWT (Fig. 9.1), which has a zwitter-ionic side chain 
functionality capable of forming strong electrostatic interactions and 
strong hydrogen bonding with biomolecules, was mixed with syn-
thetic peptides.87 These peptides, one cationic and one anionic, were 
designed to adopt random-coil formations by themselves, and when 
the two peptides were mixed, heterodimers with a four-helix bundle 
conformation were formed (Fig. 9.4a). The addition of a positively 
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FIGURE 9.4 (a) Schematic drawing of the conformational changes of the 
synthetic peptides JR2E (negatively charged), JR2K (positively charged), and 
the JR2K-JR2E heterodimer. (b) Fluorescence spectra of POWT being bound 
to JR2E, JR2K, or the JR2K-JR2E heterodimer. (Represented with permission 
from Ref. 87. Copyright 2003, National Academy of Sciences, USA.)
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charged peptide with a random-coil conformation, JR2K, forced the 
polyelectrolyte to adopt a nonplanar conformation with separated 
polyelectrolyte chains, observed as a blue shift and an increased 
intensity of the emitted light. In contrast, upon exposure to a nega-
tively charged peptide with a random-coil conformation, JR2E, the 
backbone adopts a planar conformation, and aggregation of the poly-
electrolyte chains occurs, seen as a red shift and a decreased intensity 
of the emitted light. Finally, by adding JR2K to the POWT-JR2E com-
plex, the intensity of the emitted light is increased and blue-shifted, 
which is associated with separation of the polyelectrolyte chains. This 
geometric alteration of the polyelectrolyte chains is due to the confor-
mational changes of the peptides upon formation of the four-helix-
bundle motif. Hence, different emission spectra of POWT could be 
assigned to the charge distribution and/or the conformational state 
of the synthetic peptides (Fig. 9.4b).

Similar to the study described above, POWT was also reported to 
detect conformational changes in calmodulin (CaM), a calcium-
binding protein important for intracellular cell signaling. The overall 
structure of CaM (Fig. 9.5a) consists of two globular calcium-binding 
domains, each containing two calcium-binding regions with charac-
teristic motifs,89–91 connected by a linker. Upon binding of calcium the 
relative orientation of the two α helices that define the EF-hand 
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FIGURE 9.5 (a) Structure of calmodulin (CaM) without Ca2+ (left) and with Ca2+

(right). (b) Emission spectra of POWT (Δ), POWT-CaM (x), and POWT-CaM-Ca2+ (�) in 
20 mM Tris-HCl pH 7.5. (c) Schematic drawing of the different conformational 
changes of the CaM molecule (striped helices) upon exposure to Ca2+ and the 
suggested geometries of the POWT chains (gray helices) (Represented with 
permission from Ref. 86. Copyright 2004, American Chemical Society).
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changes considerably, resulting in a rearrangement from a closed to 
an open conformation of the protein motif. Structural studies also 
suggest that calcium activation of the protein is accompanied by a 
global conformational change, whereby the compact calcium-free 
form of CaM is converted to a more extended dumbbell-shaped mol-
ecule upon binding of calcium.90, 91 The extended form of the protein 
consists of two lobes separated by a central α helix, and this central 
helix is flexible and allows considerable movements of the two lobes 
with respect to each other.

Upon formation of a complex between POWT and CaM, the emis-
sion maximum of POWT is red-shifted and the intensity of the emitted 
light is decreased (Fig. 9.5b) (relative to POWT alone in the same buffer), 
indicating that the POWT backbone becomes more planar and that 
aggregation of the POWT chains occurs. An addition of 10 mM Ca2+ to 
this complex will blue shift the emission maximum (594 nm), and the 
shoulder around 540 nm is increasing (Fig. 9.5b), suggesting that the 
polymer backbone becomes more nonplanar and that a separation of 
the polymer chains occurs. The ratio of the intensity of the emitted light 
at 540/670 nm is increased, showing that the conformational change of 
the CaM molecule upon exposure to Ca2+ is governing the geometry of 
the POWT chains. The increased emission at 540 nm, associated with 
separation of the polymer chains, is probably a result of the conforma-
tional changes of CaM that occur upon binding of calcium. A schematic 
presentation of the different conformational alterations of the CaM 
molecule upon exposure to calcium and the suggested POWT chain 
geometries interpreted from the spectral changes seen for the different 
POWT/CaM solutions is shown in Fig. 9.5c.86

As discussed above, it is rather evident that the conformation-
sensitive optical properties of LCPs can be used as an optical finger-
print for distinct protein conformations. Hence, LCPs can be applied 
as a novel tool within the research field of protein folding and protein 
aggregation diseases. The underlying mechanism of protein aggrega-
tion, e.g., the formation of amyloid fibrils, and the diseases believed 
to be associated with this event are discussed in greater detail next.

9.3 Amyloid Fibrils and Protein Aggregation Diseases 

9.3.1 Formation of Amyloid Fibrils 
Proteins frequently alter their conformation due to different external 
stimuli, and many diseases are associated with misfolded proteins. 92, 93

Especially under conditions that destabilize the native state, proteins 
can self-assemble into aggregated β-sheet rich fibrillar assemblies, 
known as amyloid fibrils, which are around 10 nm wide and unusually 
stable biological materials (Fig. 9.6). However, the process where by a 
native protein is converted to amyloid fibrils is quite complex, and 
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there are many fundamental questions regarding this aggregation 
process that remain unanswered.93 The full elucidation of the aggrega-
tion process requires the identification of all the conformational states 
and oligomeric structures adopted by the polypeptide chain during the 
process. It also entails characterizing each of the transitions in molecu-
lar detail and identifying the residues or regions of the sequence that 
are involved in and promote the various aggregation steps. The identi-
fication and characterization of prefibrillar states, such as oligomers, 
preceding the formation of well-defined fibrils are of particular interest 
because of an increasing awareness that these species are likely to play 
a critical role in the pathogenesis of protein deposition diseases (see 
Sec. 9.3.2). 

Amyloid fibril formation has many characteristics of a “nucle-
ated growth” mechanism, and the time course of the conversion of 
a peptide or protein into its fibrillar form typically includes a lag 
phase that is followed by a rapid exponential growth phase and a 
plateau phase (Fig. 9.7, Sec. 9.4.1). The lag phase is assumed to be 
the time required for “nuclei” to form, and once a nucleus is formed, 
fibril growth is thought to proceed rapidly by further association of 
either monomers or oligomers with the nucleus. As with many other 
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FIGURE 9.6 Schematic drawing of the formation of amyloid fi brils. (a) Monomeric 
insulin having an α-helical conformation. (b) β-sheet (arrows) rich oligomers 
are being formed. (c) Amyloid fi brils having a diameter around 10 nm are 
being formed. (d) Higher magnifi cation of the intrinsic repetitive β-pleated
sheet structure of the amyloid fi bril. The pictures were taken by transmission 
electron microscopy (TEM).
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processes dependent on a nucleation step, addition of preformed 
fibrillar species to a sample of a protein under aggregation condi-
tions causes the lag phase to be shortened and finally abolished 
when the rate of the aggregation process is no longer limited by the 
need for nucleation.94 Furthermore, changes in experimental condi-
tions can also reduce or eliminate the length of the lag phase, again 
assumed to result from a situation wherein nucleation is no longer 
rate-limiting. Therefore, the absence of a lag phase does not inevita-
bly imply the absence of a nucleated growth mechanism, but it may 
simply be that the time required for fibril growth is sufficiently slow 
relative to the nucleation process and that the latter is no longer the 
slowest step in the conversion of the monomeric protein into amy-
loid fibrils. 

It is clear that the lag phase in fibril formation is an important event 
in which a variety of prefibrillar species are formed, including β-sheet 
rich oligomers and protofibrils clustered as spherical beads (2 to 5 nm 
in diameter) with β-sheet structure.93 The past decade has seen very 
substantial efforts directed toward identifying, isolating, and charac-
terizing these prefibrillar species that are present in solution prior to 
the appearance of fibrils, both because of their likely role in the mecha-
nism of fibril formation and because of their implication as the toxic 
species involved in neurodegenerative disorders (see Sec. 9.3.2). Fur-
thermore, the differing features of the aggregation processes, described 
in the previous paragraphs, reveal that polypeptide chains can adopt a 
multitude of conformational states. Therefore, it is not surprising that 
both the prefibrillar species and the fibrillar end products of amyloid 
fibril formation are characterized by morphological and structural 
diversity. Hence, techniques for detecting of variety of protein aggregates 
and methods for studying the molecular details of these aggregates are 
of great interest. This statement will become even more evident when 
the pathological events underlying the diseases associated with amy-
loid fibril formation are being discussed.

9.3.2 Protein Aggregation Diseases 
A broad range of human diseases arise from the failure of a specific 
peptide or protein to adopt, or remain in, its native functional confor-
mation. These pathological conditions are generally referred to as 
protein misfolding diseases and include pathological states in which 
an impairment in the folding efficiency of a given protein results in a 
reduction of the effective concentration of a functional protein that is 
available to play its normal role, as seen in cystic fibrosis. However, 
the largest group of misfolding diseases is associated with the con-
version of peptides or proteins to amyloid fibrils. The amyloid fibrils 
are further assembled into higher-order structures that pathologically 
are termed amyloid plaques when they accumulate extracellularly, 
whereas the term intracellular inclusions has been suggested as more 
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appropriate when fibrils morphologically and structurally related to 
extracellular amyloid form inside the cell.95

A list of known diseases that are associated with the formation of 
extracellular amyloid plaques or intracellular inclusions is given in 
Table 9.1, along with the specific proteins that in each case are the 
predominant components of the deposits. The diseases can be gener-
ally grouped into neurodegenerative conditions, in which aggrega-
tion occurs in the brain; peripheral localized amyloidoses, in which 
aggregation occurs in a single type of tissue other than the brain, and 
systemic amyloidoses, in which aggregation occurs in multiple tis-
sues (Table 9.1). Some of these conditions are predominantly spo-
radic, although hereditary forms from specific mutations are also 
quite common. In addition, spongiform encephalopathies (prion dis-
eases) can be transmissible in humans as well as in other mammals.  
According to the protein-only hypothesis, the transmissible agent, 
denoted prion, is composed solely of PrPSc, an aggregated form of the 

Disease Peptide/Protein

Alzheimer’s disease Amyloid β peptide

Transmissible spongiform 
encephalopathies (Prion diseases)

Prion protein or fragments 
thereof

Parkinson’s disease α-Synuclein

Amyotrophic lateral sclerosis (ALS) Superoxide dismutase I

Huntington’s disease Huntingtin

Familial British dementia ABri

Familial Danish dementia ADan

AL amyloidosis Fragments of immunoglobulin 
light chains 

AA amyloidosis Fragments of serum amyloid A 
protein

Familial Mediterranean fever Fragments of serum amyloid A 
protein

Senile systemic amyloidosis Wild-type transthyretin

Familial amyloidotic 
polyneuropathy

Mutants of transthyretin

Type II diabetes Amylin (islet amyloid 
polypeptide, IAPP)

Inclusion body myositis Amyloid β peptide

TABLE 9.1 Human Diseases Associated with Formation of Extracellular 
Amyloid Deposits or Intracellular Inclusions with Amyloidlike Characteristics
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normal soluble prion protein PrPC.96 It has also been found that intra-
venous injection or oral administration of preformed fibrils from dif-
ferent sources can result in accelerated amyloidosis through a prionlike 
mechanism.97, 98 Hence, an environment enriched with fibrillar mate-
rial could act as a risk factor for amyloid diseases. In addition, prions 
can occur as multiple strains, giving rise to different symptoms and 
incubation periods.96 The prion strain phenomenon is believed to be 
associated with multiple morphologies of the prion aggregates, and 
the specific properties of a prion strain are encoded in the tertiary or 
quaternary structure of the aggregates.

The presence of highly organized and stable fibrillar deposits, 
amyloid plaques, in the organs of patients suffering from protein 
deposition diseases led initially to the reasonable postulate that this 
material is the causative agent of the various disorders. However, as 
mentioned in Sec. 9.3.2, more recent findings have raised the possibil-
ity that precursors to amyloid fibrils, such as low-molecular-weight 
oligomers and/or structured protofibrils, are the real pathogenic species, 
at least in neurodegenerative diseases. For instance, the severity of cog-
nitive impairment in Alzheimer’s disease (AD) correlates with the levels 
of low-molecular-weight species of aggregated A-beta peptide (Aβ), 
including small oligomers, rather than with the amyloid burden.99

Genetic evidence also supports the theory that the precursor aggregates 
are the pathogenic species. As seen from in vitro experiments, the intro-
duction of an aggressive mutation in the protein favors the formation of 
prefibrillar states, and this mutation is associated with a heritable early 
onset of Alzheimer’s disease.100 In addition, the most highly infective 
form of the mammalian prion protein has been identified as an oligomer 
of about 20 molecules, indicating that such small aggregates are the most 
effective initiators of transmissible spongiform encephalopathies.101

9.3.3  Methods for Detection and Structural 
Characterization of Amyloid Fibrils

The formation and presence of amyloid fibrils or amyloid plaques 
can be visualized by small amyloid ligands dyes, such as derivatives 
of Congo red and thioflavins.102 These dyes bind selectively to protein 
aggregates having an extensive cross β-pleated sheet conformation 
and sufficient structural regularity. Hence, the presence of mature 
amyloid fibrils is easily detected by these dyes, seen as an enhanced 
fluorescence (thioflavins) or green-yellow birefringence under cross-
polarized light (Congo red) from the dye. However, these dyes are 
not able to recognize prefibrillar species, and amyloid fibrils of 
diverse morphological origin, as seen for prion strains, cannot be 
separated.  Furthermore, amyloid ligands are not selective for a dis-
tinct protein and cannot differentiate between amyloid subtypes. The 
classification of amyloid subtypes is made by immunohistochemical 
stains utilizing antibodies that are selective for the peptide/protein 
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associated with a distinct amyloid subtype. However, immunohis-
tochemistry is fraught with specific problems. For one thing, most 
antibodies penetrate only poorly the compact beta-sheet accumula-
tions of amyloid. Also, many amyloids incorporate nonspecifically 
other proteins, which can give rise to false-positive stains with 
diagnostic antibodies and––in worst-case scenarios––may lead to 
misdiagnoses.

For many years the only structural information about amyloid 
fibrils came from imaging techniques such as TEM (transmission 
electron microscopy), AFM (atomic force microscopy) and X-ray fiber 
diffraction.103, 104 These experiments revealed that the fibrils predomi-
nantly consist of a number (typically two to six) of protofilaments 
that twist together to form the typical amyloid fibrils. X-ray fiber dif-
fraction data have shown that in each individual protofilament, the 
protein or peptide molecules are arranged so that the polypeptide 
chain forms β-strands that run perpendicular to the long axis of the 
fibril. Today novel structural insight and molecular details have been 
provided by solid-state NMR spectroscopy,105, 106 and by single crystal 
X-ray diffraction analysis of small amyloid-like peptide fragments. 107

The latter has allowed both the structure of the peptides and the way 
the molecules could be packed together to be determined with 
unprecedented resolution. A particularly significant aspect of the 
structures determined with the different techniques is that they are 
strikingly similar even for polypeptides having no sequence homol-
ogy, suggesting that many amyloid fibrils could share similar core 
structures. However, the specific nature of the side chain packing, 
including characteristics as the alignment of adjacent strands and the 
separation of the sheets, provides an explanation for the occurrence 
of variations in the details of the structures for specific types of 
fibril.

Even though a wide range of techniques have been applied for 
studying the amyloid fibrillation event and the pathological mecha-
nism underlying protein aggregation disease, there are still many 
questions that remain to be answered regarding these events. Hence, 
there is a need for novel tools that provide greater insight into these 
events, and next we discuss the utilization of LCPs for monitoring 
these events. 

9.4  Luminescent Conjugated Polymers 
as Amyloid Specific Dyes

9.4.1 Detection of Amyloid Fibrils in Solution
As discussed earlier, novel tools that detect the conformational 
changes in proteins, especially the formation of amyloid fibrils, are of 
great importance, as this is an extremely complex event and many 



 Luminescent Conjugated Polymers for Staining and Characterization of Amyloid Deposits 345

diseases are associated with conformational changes in proteins. 
Methods for the detection and quantification of diverse aggregated 
states of proteins are also of great importance with respect to the 
long-term stability and production of peptide pharmaceuticals in 
commercial pharmaceutical formulations used for the treatment of 
various diseases, e.g., insulin for diabetes. Although, it is rare to observe
iatrogenic (i.e., treatment-induced) protein aggregates due to admin-
istration of peptide pharmaceuticals, the therapeutic effect of the 
peptide drug becomes limited if the peptide has been converted into 
amyloid fibrils. 

LCPs, with their unique structural related optical properties, have 
proved to be an exceptionally powerful tool to study the amyloid 
fibrillation event. Novel conformation-sensitive optical methods for 
the detection of formation of amyloid fibrils in bovine insulin and 
chicken lysozyme based on conformational changes of the anionic 
polythiophene derivative, PTAA, were recently reported.108 The tech-
nique is based on noncovalent assembly of the LCP and the different 
forms of the proteins (Fig. 9.7a). Depending on the conformation of the 
protein, different emission spectra from PTAA are observed (Fig. 9.7b). 
Upon binding to the native monomeric form of insulin, PTAA emits 
light with emission maximum of 550 nm, whereas PTAA bound to 
amyloid fibrils of insulin is emitting light with lower intensity and 
the emission maximum is red-shifted to 580 nm. The red-shift of the 
emission maximum and the decrease of the emission intensity from 
PTAA are associated with a planarization of the polymer backbone 
and an aggregation of adjacent polymer chains. Hence, specific opti-
cal fingerprint is achieved for the β-sheet containing amyloid fibrils. 
The detection of insulin fibrils can also be observed by absorption 
and visual inspection, and this can be useful for the development of 
simple screening methods for the detection of amyloid fibrils.108 Fur-
thermore, when plotting the ratio of emitted light at 550 nm and 
580 nm, ratio 550/580 nm, the formation of insulin fibrils can be mon-
itored (Fig. 9.7c). The kinetic plot is showing a lag phase, followed by 
a growth phase and a plateau phase, which are characteristic for the 
formation of amyloid fibrils.

PTAA binds both the native form of insulin and the fibrillar form 
of insulin. Nevertheless, these forms can be easily distinguished, due 
to the conformational changes of the polymer backbone upon bind-
ing to the different forms of the proteins, as minor perturbations of 
the geometry of the polymer backbone can be reflected as alterations 
of the electronic structure of the conjugated backbone. Thus, binding 
of the polymer to different forms of proteins will give rise to different 
optical features for the LCP. This is an improvement over small amy-
loid ligands, such as Congo red or thioflavins, as these probes only 
change in optical feature whether they are free in solution or binding 
to pockets in the protein or to the surface of the protein. So far, it has 
been shown that LCPs can be used to distinguish between the native 
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form of proteins and the amyloid fibrillar form of proteins. However, 
the chemical design of novel LCPs might offer a novel approach to 
discriminate between different conformational structures observed 
during the amyloid formation processes. 

A second generation of LCPs, containing a repetitive trimer block, 
was recently presented.13, 14, 109 Except for just having ionic side chain 
functionalities, these molecules also include unsubstituted thiophene 
rings which give rise to a greater conformational freedom of the polymer 

(a)

(b) (c)

FIGURE 9.7 (a) Description of the detection of amyloid fi brils in proteins with an 
anionic conjugated polyelectrolyte, PTAA. (b) Emission spectra (bottom) of PTAA-
native bovine insulin ( ) and PTAA-amyloid fi brillar bovine insulin (x). (c) Kinetics of 
insulin amyloid fi bril formation monitored by PTAA fl uorescence. (Represented with 
permission from Ref. 108. Copyright 2005, American Chemical Society.)
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backbone. Additionally, the chain length distribution of these materials 
was shown to be rather narrow, and around 90% of the material had a 
well-defined chain length of 9 or 12 monomers, although they were syn-
thesized by random polymerization.14 Both of these properties––the well 
defined chain length and the enhancement of the conformational 
freedom––were shown to improve the specificity for amyloid fibrils 
and the spectral assignment of distinct protein conformations. 

As seen in Fig. 9.8a, the zwitter-ionic LCP, PONT, also known as 
tPOWT (Fig. 9.1), showed a huge increase of the emission intensity 
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FIGURE 9.8 (a) Emission spectra (bottom) of PONT-native bovine insulin ( )
and PONT-amyloid fi brillar bovine insulin (x). (b) Kinetics of insulin amyloid 
fi bril formation monitored by PONT fl uorescence. (c), (d) Images of self-
assembled electroactive nanowires of  PONT and insulin amyloid fi brils that 
are being formed when PONT is present during the fi brillation event. (Parts 
(a) and (b) are reproduced with permission from Ref. 13. Copyright 2005, 
American Chemical Society. Parts (c) and (d) are from Ref. 109. Copyright 
2005, Wiley-VCH Verlag GmbH & Co. KGaA.) (See also color insert.) 
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and a blue shift of the emission maximum to 560 nm upon binding to 
insulin amyloid fibrils.13 The spectrum for PONT mixed with native 
monomeric native insulin shows a weaker intensity with a maximum 
at 600 nm and resembles the spectrum for PONT free in solution, 
indicating that the interaction between PONT and native insulin is 
absent. In contrast to PTAA, the spectral observations indicate that 
the interaction with amyloid fibrils is leading to a twisted polymer 
backbone and separation of adjacent PONT chain, whereas the PONT 
chains are planar and aggregated when mixed with native insulin. 
The kinetics of the amyloid fibrillation was also followed by plotting 
the ratio of the intensity of the emitted light at 560 and 600 nm. Simi-
lar to the observations with PTAA, the characteristic three different 
phases of amyloid fibril formation are seen (Fig. 9.8b).

Another advantage of PONT, compared to the previously described 
PTAA, is that this LCP is stable under the acidic conditions used for 
fibrillation of insulin. Hence, PONT can be present during the fibrilla-
tion event, allowing the formation of a self-assembled hybrid material 
comprised of a natural nanostructure, the amyloid fibril, and an incor-
porated semiconductor, the LCP. Such electroactive luminescent self-
assembled nanowires were recently reported by Herland et al.109 This 
study showed that it was possible to incorporate the LCP in the amy-
loid fibrils, and luminescent nanowires with different widths and 
lengths could be obtained (Fig. 9.8c and d). Hence, stable structurally 
defined amyloid fibrils can be used as a template for making well-
defined nanowires on which conjugated polymers can be symmetri-
cally aligned. As amyloid fibrils have a high aspect ratio, unusual sta-
bility, and are rather symmetric, these findings might open up a wide 
range of tantalizing possibilities within the research field of bioelec-
tronics and become an attractive avenue for functional nanodevices. 
The lack of control over the alignment of the materials appears to be a 
factor affecting the performance of electronic devices based on conju-
gated polymers, and the use of amyloid fibrils as a nano-structural 
motif might provides a solution to this problem. However, more work 
is needed to better characterize and understand the operating mecha-
nism and the device architecture of such hybrid devices, as a complex 
set of processes is affecting the performance of electronic devices based 
on conjugated polymers. Furthermore, LCPs showing a high conduc-
tivity need to be developed to be used in electronic devices. Such LCPs 
will also provide the opportunity of making biosensors for electronic 
detection of amyloid fibrils. 

9.4.2  Histological Staining of Amyloid Deposits 
in Tissue Samples

As described earlier, the LCPs are excellent tools for studying the 
amyloid fibril formation in vitro. However, those in vitro systems 
only contain the desired molecules. So the question remains: Can the 
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sensory performance and the amyloid specificity of LCPs be utilized 
in more complex systems such as tissue sections? A couple of studies 
have shown that LCPs can be used as amyloid-specific dyes for histo-
logical staining of tissue sections and that LCPs provide additional 
information regarding the pathological events of protein aggregation 
diseases compared to conventional techniques.110–112

The proof of the concept of using the LCPs as amyloid-specific 
dyes in tissue samples was first shown by Nilsson et al.110 Under cer-
tain conditions PTAA, POMT, and PONT (Fig. 9.1) were shown to 
selectively stain a plethora of amyloid plaques in formalin-fixed tissue 
sections (Fig. 9.9). The negatively charged PTAA was amyloid-specific 
under alkaline (pH 10) staining conditions, whereas the staining 
with the cationic and the zwitter-ionic LCPs was performed at acidic 

FIGURE 9.9 A plethora of amyloid deposits in tissue samples stained by 
different LCPs as indicated in the fi gure. Some typical amyloid deposits 
being stained by the LCPs are highlighted by arrows. Notably, PTAA and tPTAA 
bound to diverse amyloid deposits in the same tissue emit light with 
different colors, indicating that there is a heterogenic population of amyloid 
deposits in these samples (top right, bottom left and right) (See also 
color insert). 
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pH (pH 2). All the LCPs stained amyloid plaques associated with sys-
temic amyloidoses and local amyloidoses, such as type 2 diabetes 
and Alzheimer’s disease (AD). Similar to results obtained on in vitro 
formed amyloid fibrils, PTAA shows a red-shifted spectrum with a 
maximum around 580 nm upon binding to amyloid plaques, whereas 
amyloid deposits stained by PONT emit light with a more green-
yellowish hue. Hence, upon binding to amyloid plaques in tissue 
samples, the rotational freedom of the thiophene rings and the geom-
etry of the backbone are restricted, leading to a specific emission pro-
file from the LCP similar to what was observed on pure amyloid 
fibrils in solution. Furthermore, some results were suggesting that 
PTAA emits light of different colors upon binding to different amyloid 
subtypes.110

The conformation-induced change of the fluorescence is a unique 
property seen for LCPs that cannot be achieved by sterically rigid 
conventional amyloid ligands dyes such as thioflavin T (ThT) and 
Congo red. Thus, LCPs offer the possibility to obtain a specific spec-
troscopic signature for individual protein aggregates. As mentioned 
earlier, there are many fundamental questions regarding this aggrega-
tion process that remain unanswered, and the underlying mechanism 
of amyloid or protein aggregate formation is poorly understood. 93 In 
this regard, the technique using LCPs, which provides a direct link 
between spectral signal and protein conformation, might provide an 
opportunity to gain more information concerning the morphology of 
the protein deposits and might facilitate a greater understanding of 
the conformational phenotype encoded in the protein aggregates. 
Instead of looking at the total amount of protein aggregates, hetero-
genic population of specific protein aggregates could be observed, 
and novel findings regarding toxic species and the molecular mecha-
nism of these diseases could be obtained with the LCP technique. 
These assumptions have also been verified with experimental data 
using transgenic mouse model having AD pathology and transgenic 
mice infected with distinct prion strains.111–112

Upon application of LCPs to transgenic mouse models having 
AD pathology, a striking heterogenicity in the characteristic plaques 
composed of the A-beta peptide was identified.111 LCP staining of 
brain tissue slices revealed different subpopulations of plaques, seen 
as plaques with different colors (Fig. 9.9). The spectral features of 
LCPs enable an indirect mapping of the plaque architecture, as the 
different colors of the LCPs are associated with different conforma-
tions of the polymer backbone. These findings can lead to novel ways 
of diagnosing AD and also provide a new method for studying the 
pathology of the disease in a more refined manner.  Especially, the 
LCP technique might be valuable for identifying distinct toxic entities 
giving rise to cell death and loss of neurons, or for establishing a cor-
relation between the type of plaque and the severity of AD. However, 
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further studies of complexes between in vitro produced protein 
aggregates with defined conformations and LCPs with distinct ionic 
side chain functionalities or different chain lengths will likely be nec-
essary to understand the correlation of the spectroscopic readout 
from the LCP and the molecular structure of the protein aggregate. 
Although the achievement of obtaining certain spectroscopic LCP 
signatures from heterogenic populations of protein aggregates is ben-
eficial compared to conventional amyloid specific dyes, correlating 
this spectroscopic signature to a specific form of the aggregated pro-
tein is still necessary to gain novel insight into the pathological pro-
cess of the disease. Nevertheless, the LCPs can be useful for compari-
son of heterogenic protein aggregates in well-defined experimental 
systems.

Heterogenic protein aggregates can also be found in other protein 
aggregation disorders, such as the infectious prion diseases. As men-
tioned previously, prion disease is caused by a proteinaceous agent 
called PrPSc, a misfolded and aggregated version of the normal prion 
protein. In addition, prions can occur as different strains, and the 
prion strain phenomenon is most likely encoded in the tertiary or 
quaternary structure of the prion aggregates. This belief was also 
verified when protein aggregates in brain sections from mice infected 
with distinct prion strains were being stained by LCPs.112 The LCPs 
bound specifically to the prion deposits and different prion strains 
can be separated due to alternative staining patterns of LCPs with 
distinct ionic side chains. Furthermore, the anionic LCP, PTAA, emits 
light of different wavelengths when bound to distinct protein depos-
its associated with a specific prion strain (Fig 9.10a). As the emission 
profiles of LCPs are associated with geometric changes of the poly-
mer backbone,36, 43, 44 ratios of the intensity of the emitted light at cer-
tain wavelengths can be used as an indicator of the geometry of the 
polymer chains.36, 86 Nonplanar and separated LCP chains emit light 
around 530 to 540 nm, whereas a planarization of the thiophene back-
bone will shift the emission maximum Emax toward longer wave-
lengths. A planar backbone might also give rise to an aggregation of 
LCP chains, seen as an increase of the intrinsic emission around 
640 nm. When plotting the ratio 532/Emax and the ratio 532/639 nm in 
a correlation diagram, prion aggregates associated with distinct prion 
strains, chronic wasting disease (CWD) and sheep scrapie, were easily 
distinguished from each other, verifying the usefulness of spectral 
properties of LCPs for classification of protein deposits (Fig. 9.10b).
These conformation dependent spectral characteristics can only be 
afforded by LCPs and provide the opportunity to get an optical fin-
gerprint for protein aggregates correlating to a distinct prion strain.

Although it was shown that the emission profile of LCPs could be 
used to characterize protein deposits, further evidence was necessary 
to enable relating the geometric alterations of the LCPs to a structural 
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FIGURE 9.10 (a) Fluorescent images of prion deposits associated with 
distinct prion strains, chronic wasting disease (CWD, left) and sheep scrapie 
(right), which have been stained by PTAA. (b) Correlation diagram of the 
ratios, R532/639 and R532/Emax, of the intensity of the emitted light from 
PTAA bound to prion deposits originating from individual mice infected with 
CWD (four generations denoted with black symbols, , , , x) or sheep 
scrapie (two generations denoted with purple symbols, squares and 
diamonds). (c) Emission spectra of PTAA in buffer (black), PTAA bound to 
native (blue) or two different forms of fi brillar recombinant mouse PrP (green 
and purple). [Part (c) reproduced with permission from Ref. 112. Copyright 
2007, Nature Publishing Group.] (See also color insert.)
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variance of the protein deposits associated with the distinct prion 
strains. By taking recombinant mouse prion protein (mPrP) and con-
verting it to two different types of amyloid fibrils by using varying 
conditions for fibrillation, Sigurdson et al. were able to show that the 
emission profile of PTAA could be used to distinguish the two fibril 
preparations (Fig. 9.10c).112 As these two preparations of fibrils were 
chemically identical, having the same protein (mPrP) and being dia-
lyzed against the same buffer, the spectral differences seen for PTAA 
were most likely due to structural differences between the fibrils. 
Hence, LCPs provide structural insights regarding the morphology 
of individual protein deposits and can be used as a complementary 
technique to conventional staining protocols for the characterization 
of protein deposits associated with individual prion strains. These 
findings might be of great value, as phenomena similar to those 
occurring in prion strains may be much more frequent than is now 
appreciated, and may extend to additional protein misfolding and 
aggregation disorders. As mentioned previously, strainlike confor-
mational variants have been described for A-beta aggregation, which 
underlies AD.98 LCPs might therefore aid in the fundamental under-
standing of conformational protein variants in a wide range of pro-
tein misfolding disorders. In addition, LCPs could improve the preci-
sion of diagnoses of protein aggregation diseases and facilitate 
analysis of amyloid maturity and origin.

9.4.3 Toward in Vivo Staining of Amyloid Deposits 
Clearly, there is much to be gained through a multidisciplinary scien-
tific approach; the integration of information can provide new insight 
and discoveries within diverse fields of research. Unexpectedly, con-
jugated polymer materials that originate from electronics and solar 
cells have provided novel insights into the biology and pathology of 
protein aggregation diseases. Apparently, the spectral information 
from LCPs will be useful to gain more information regarding the 
molecular details of the protein aggregation process and the patho-
logical events underlying protein aggregation diseases. However, 
there is still a great extent of basic research that can be performed to 
take full advantage of the technique.

One tantalizing possibility is to develop LCPs that can be used for 
in vivo imaging of protein aggregates. In this regard, smaller, appro-
priately functionalized, but still selective LCPs that are able to cross 
the blood-brain barrier (BBB) need to be synthesized. These dyes can 
be utilized in powerful multiphoton imaging applications for in vivo 
imaging of protein aggregates, since previously reported LCPs have 
been shown to have an excellent cross-sectional area compared to 
small fluorescent dyes.110, 113 However, these LCPs having a molecular 
weight between 1000 and 5000 Da will not cross the BBB, so chemical 
design of smaller, well-defined oligomeric thiophene molecules is 
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necessary. Such molecules will be excellent for monitoring AD pathol-
ogy and disease progress upon treatment, especially in transgenic 
mouse models. On the other hand, multiphoton imaging might not 
be suitable as a clinical diagnostic tool for protein aggregation dis-
eases. In this regard, radiolabeled or fluorinated versions of the oligo-
meric thiophenes usable for positron emission tomography (PET) or 
single-photon emission computerized tomography (SPECT) will be 
advantageous.

Future chemical design of novel well-defined oligomeric thio-
phenes will certainly utilize combinatorial approaches for optimizing 
the thiophene core structure, which may provide more effective bind-
ers for different classes of protein aggregates. As mentioned in earlier 
sections, there is a great need for techniques identifying different 
molecular species that are present on the pathway to the formation of 
amyloid fibrils, and it may even be possible to develop LCPs that 
selectively stain oligomeric or fibrillar species. Recently, a successful 
approach for the synthesis of more well-defined oligomeric thio-
phenes was reported, and these molecules showed a higher selectiv-
ity for amyloid fibrils than their polymeric polydispersed counter-
parts.14 LCPs having different and well-defined chain lengths would 
also be of interest to establish and optimize the maximum effective 
conjugation length necessary for selective fluorescence from LCPs 
being bound to a wide range of heterogenic protein aggregates. A 
focus must also be turned to the fundamental underlying photophys-
ical processes of LCPs and the molecular details regarding the selec-
tive binding site of LCPs to specific protein aggregates. Therefore, a 
general understanding of photophysical processes of LCPs and 
design rules in the synthesis of LCPs will be important for continued 
progress in understanding protein aggregation disease.  

As described in this chapter, LCPs have been implemented into a 
new area of science, and scientists have just begun to explore the use of 
this material within the field of biology and pathology. So the question 
remains, can the sensory performance of LCPs be utilized to gain novel 
insight into the mysterious pathogenic events of protein aggregation 
diseases? Hopefully, a multidisciplinary scientific approach will give 
the answer to this question and also lead to development of LCP-based 
sensors for studying other diseases.
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10.1 Introduction
The phenomenon of electrophoretic deposition (EPD) has been 
known since 1808 when an electric field-induced movement of clay 
particles in water was observed by the Russian scientist Ruess. How-
ever, the first practical use of the electrophoretic technique occurred 
in 1933 when thoria particles deposited on a platinum cathode were 
used as an emitter for electron tube application. This process is being 
industrially used for applying coatings to metal fabricated products.1

EPD is a colloidal process wherein the materials are shaped directly 
from a colloidal suspension upon application of a DC electric field. 
All colloid particles that can carry a charge can be used in EPD. This 
includes materials such as polymers, pigments, dyes, ceramics, and 
metals. With regard to the technological application, the potential of 
EPD as a material processing technique is increasingly being recog-
nized by scientists and technologists. In addition to its conventional 
applications in the fabrication of wear-resistant and antioxidant 
ceramic coatings, it is used for fabrication of films for advanced 
microelectronic devices and solid oxide fuel cells, as well as in the 
development of novel composites or bioactive coatings for medical 
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implants. There is increased interest for application of these materials 
in nanoscale assembly for advanced functional materials.2

Organic electronics3 is a branch of electronics that deals with 
(semi) conductive polymers, plastics, or small molecules. The field 
of organic electronic devices is characterized by fast-paced progress 
in both efficiency and device function. In addition to the prototypical 
devices, such as organic light-emitting diodes (OLEDs), organic thin-
film transistors (OTFTs), and photovoltaic cells (OPVCs), many other 
applications, e.g., sensors, memory cells, and light-emitting transis-
tors, have been demonstrated. The most intriguing benefits of using 
organic materials include mechanical flexibility and light weight, 
which makes this type of device most attractive for mobile applica-
tions or “smart clothing.” Moreover, entirely new design concepts for 
consumer electronics have emerged, as organic electronic devices can 
be adapted to follow complex surface shapes. For the past 40 years, 
inorganic silicon and gallium arsenide semiconductors, silicon diox-
ide insulators, and metals such as aluminum and copper have been 
the backbone of the semiconductor industry. However, there is a 
growing research effort in organic electronics to improve the semi-
conducting, conducting, and light-emitting properties of organics 
(polymers, oligomers) and hybrids (organic-inorganic composites) 
through novel synthesis and self-assembly techniques. Performance 
improvements, coupled with the ability to process these “active” 
materials at low temperatures over large areas on materials such as 
plastic or paper, may provide unique technologies, generate new 
applications, and provide opportunities to address the growing needs 
for pervasive computing.

The organic materials are often divided into two classes: small-
molecular materials and polymers. The fundamental properties of both 
these classes are essentially the same, and the division mainly relates to 
the way thin films are prepared. Small molecules are typically ther-
mally evaporated in vacuum whereas polymers are processed from 
solution. Yet, most small-molecular materials are soluble as well, or 
solubility can be increased by the synthetic addition of side chains. 
Polymers have been utilized for fabrication of organic electronic devices 
for decades. A report in 1977 on doped polyacetylene to achieve rela-
tively high conductivity opened up important new vistas for physics 
and chemistry and for the technology in general. Early studies sug-
gested that a key feature of electronic polymers is a backbone consist-
ing of alternate single and double bonds resulting in a π-conjugated 
network. This in turn leads to a small energy gap, enabling the appear-
ance of both semiconducting and metallic properties.4 Conductive 
polymers are lighter, more flexible, and less expensive than inorganic 
conductors. This makes them a desirable alternative for many applica-
tions. It also creates the possibility of new applications that would oth-
erwise be impossible using copper or silicon. Some of the other 
applications include smart windows and electronic paper. In this 
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context, conductive polymers are likely to play an important role in the 
emerging science of molecular computers. In general, organic conduc-
tive polymers have a higher resistance and therefore have poor electri-
cal conductivity compared to inorganic conductors. 

The self-assembling or ordering of these organic and hybrid mate-
rials enhances the p-orbital overlap and is a key to improvements in 
carrier mobility. The recombination of charge carriers under an applied 
field can lead to the formation of an exciton that decays radiatively to 
produce light emission. For preparation of polymer thin films from 
solution, a number of techniques such as spin coating, sol-gels,5 inkjet 
printing,6 Langmuir Blodgett (LB) film deposition,7 self-assembled 
technique,8 EPD,1 etc. have been utilized. The spin-coating technique, 
though cheap, requires excess of material solution as most of the solu-
tion gets blown away during film preparation. Also when thick films 
are required, this technique does not provide films of good uniformity 
and quality. The inkjet technique, though, gives a uniform pattern, but 
the production cost is quite high and it is a time-consuming process. 
The LB technique for film preparation requires the presence of amphi-
philic groups in a material of interest, or the material of interest should 
be mixed with some amphiphilic materials for good-quality films. The 
use of an additional amphiphilic material hinders the materials of 
interest, decreases their surface exposure, and enhances the resistance 
of the film. And the stability of LB films is still a major problem. The 
use of the self-assembly technique for polymer layer formation is much 
restricted to the conditions required for self-assembled monolayer for-
mation as it requires specific chemistry between the surface of the sub-
strate and the functional group present in the polymer. 

The EPD technique has recently gained much attention due to added 
advantages of high rate of deposition, controlled thickness, simple and 
easy method of fabrication, dense and uniform film preparation, etc.9

Moreover, EPD from a colloidal suspension of desired conducting poly-
mers provides the unique strategy to tailor nanostructured films10–12 by a 
very simple method with unique morphology. Besides this, the use of 
EPD involves deposition from colloidal solution without any additives 
and thus ensures purity of the deposited polymer film, which is critical 
for the fabrication of optoelectronic and biosensor devices.

10.2 Electrophoretic Deposition

10.2.1 Definition
Electrophoretic deposition is a colloidal process in which charged 
powder particles, dispersed or suspended in a liquid medium, are 
attracted and deposited onto a conductive support of opposite charge 
on application of DC electric field. Despite being a wet process, EPD 
provides easy control over the film thickness and morphology by 
simple adjustment of deposition time and applied voltage. The term 
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electrodeposition is often ambiguously used to refer to either electro-
plating or EPD, although it more often refers to the former. Table 10.1 
presents the difference between the two processes.

EPD can be of two types depending upon the electrode at which the 
deposition occurs. When the particles are positively charged, then the 
deposition occurs on the cathode (negatively biased electrode) and 
the process is called as cathodic EPD or cataphoresis. Deposition of neg-
atively charged particles on the anode (positively biased electrode) is 
known as anodic EPD or anaphoresis. Either of the two modes of deposi-
tion can be used by suitable modification of the surface charge on the 
particles. Figure 10.1 shows a schematic of the EPD process. The arrow 
(Fig. 10.1) indicates the direction of movement of colloid particles.

10.2.2 Principle of EPD
EPD involves two processes: one is electrophoresis and the other is 
deposition. Electrophoresis is the phenomenon of motion of particles in 
a colloidal solution or suspension toward one of the electrodes under 
the influence of an electric field. It generally occurs when the distance 
over which the double-layer charge falls to zero is large compared to 

Property Electroplating 
Electrophoretic 
Deposition

Moving species Ions Solid particles

Charge transfer on 
deposition

Ion reduction None

Required conductance of 
liquid medium

High Low

Preferred liquid Water Organic

TABLE 10.1 Comparison between EPD and Electroplating

FIGURE 10.1 Schematic illustration of electrophoretic deposition process: 
(a) cathodic EPD and (b) anodic EPD.
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the particle size. Under such a condition when the electric field is 
applied, the particles move relative to the liquid phase. In the second 
step (deposition), the particles are collected at one of the electrodes 
and form a coherent deposit on it. The deposit takes the shape 
imposed by the electrode. Zhitomirsky13 has proposed a mechanism 
to explain the deposition of material on the electrode. The mechanism 
of deposition can be divided into three different categories depend-
ing upon the type of the material to be deposited and the nature of 
the suspension used for the deposition These include charge neutral-
ization, zeta-potential lowering or electrochemical coagulation, and 
particle accumulation. 

Particle Charge Neutralization
According to this concept, the particles undergo charge neutraliza-
tion as they reach the electrode surface and become static.14 This 
mechanism is important for single particles and monolayer deposits. 
It explains deposition of powders that get charged upon salt addition 
to the suspension, e.g., the deposition of aluminum.15 But the limita-
tion of this concept is that it explains the initial stage deposition from 
very dilute suspensions, but it is invalid under certain conditions 
such as (1) when EPD is performed for a longer time (thick deposits), 
(2) when particle-electrode processes are prevented (e.g., a semiper-
meable membrane induces deposition between the electrodes), and 
(3) when reactions occur at the electrode which alter the local pH.

Electrochemical Coagulation of Particles
This mechanism is based on the coagulation of the particles due to 
the reduction of repulsive forces between the particles near the elec-
trode surface. The increase in electrolyte concentration around the 
particles near the depositing electrode lowers the zeta potential and 
thus induces flocculation.1 But this mechanism is possible only when 
the deposition is in the aqueous phase where electrode reactions gen-
erate OH− ions and is invalid when there is no increase of electrolyte 
concentration near the electrode. For such cases, Sarkar and Nicholson16

gave an explanation by considering a positively charged oxide particle/ 
lyosphere system moving toward the cathode in an EPD cell. Accord-
ing to this concept, the applied electric field and the fluid dynamics 
distort the double-layer envelope around the particle in such a manner 
that it will become wider behind and narrow in front. Moreover, the 
counter-ions on the wider end start reacting with the cations drifting 
toward the cathode and result in the thinning of the double layer. 
Under such conditions, the next particle with the thin, leading-edge 
double layer can now approach close enough for London van der Waals 
attractive forces to dominate and induce coagulation/deposition. 
The schematic of this mechanism is shown in Fig. 10.2.

This mechanism is, however, invalid when there is excessive con-
centration of cations near the cathode. Under such conditions, there is 
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depletion of H+ by discharge at the cathode. This depletion results in 
an increase in the local pH toward the isoelectric point (pHiep) and 
facilitates coagulation. The discharge of H+ occurs as

H H+ Electrophoresis + Charge tr
x x e=∞ =

−⎯ →⎯⎯⎯⎯⎯ +0
aansfer

2H O⎯ →⎯⎯⎯⎯⎯ 1
2 (10.1)

When charge transfer at the electrode consumes H+, [H+] ion con-
centration at the electrode/solution interface drops below the bulk 
value, creating a concentration gradient thereof. The concentration of 
H+ as a function of distance and time is obtained by solving the clas-
sical diffusion equation with boundary conditions:

                          ( )J D
C
xx

x
c ,total o eff=

=

= − ∂
∂

⎛
⎝⎜

⎞
⎠⎟

0

 (10.2)

                              = =λ I
Z Fc

  at x = 0 (10.3)

where I = current density
 λ = constant

J = flux
Deff = DcDa(Za + Zc)/(ZcDc + ZaDa), here subscripts c and a

indicate cations and anions, respectively
Z = valency

FIGURE 10.2 Schematic showing the deposition mechanism that involves 
lyosphere distortion, lyosphere thinning, and lyosphere coagulation.

–
–
– –

–
–

–
––

–
–

–
–

––

–

–

–
–

–

++
+

+
+

+

+

+

+
+

+

–

–
– –

–
–

–
–+

+ +

–

– –

–
–

––
–
–

–

–
–

–

–
–

–
–

+

+

+

+

+

+

–

–

–

+
+

–

Lyosphere
thinning

Lyosphere
coagulation

++

+

+

+

–

–

––
–
–

–

–
–

–

–
–

–
––

+

+

–

––
–
–

–

–
–

–

–
–

–
–– +

++

+

+

+

–

–

+

+

–

–

– ––

–
– –

–
–

–

–
–

–

– –
– –

–
–

–

–

–
–

– –

–
––

––

–

–

–

+

++
+

+

+

++

+

+

+

+

+

––
–

–

–

–

–
–

–

–
– –

–
–

–

––

–
–

–

–

––

–

–

–
–

–

++
+

+
+

+

+

+

+

+

+

–

–
– –

–

–

––+

+

+

––+

+ + ++

++

+

+ +–
–

–+

+ +

–

– –

–
–

Distortion of 
Iyosphere by EPD



 Electrophoretically Deposited Polymers for Organic Electronics 367

Flocculation by Particle Accumulation
According to Hamaker and Verwey,17 EPD is akin to sedimentation, 
and the primary function of the applied field is to move the particles 
toward the electrode. Accumulated particles then deposit due to the 
pressure exerted by those incoming and in the outer layers. This mech-
anism is feasible when deposition does not occur at the electrode, e.g., 
deposition on a dialysis membrane. It explains deposits on porous 
membranes that are not electrodes.

10.2.3 Theory of EPD
A successful EPD relies on the formation of well-stabilized, unagglomer-
ated, and homogeneous colloidal suspension. A distinguishing feature of 
a colloidal system is that the contact area between the particle surface and 
the dispersing liquid is large. As a result, the interparticle forces strongly 
influence the suspension behavior. The dominating interparticle forces in 
most colloidal systems are (1) the van der Waals attractive force, (2) double- 
layer (electrostatic) repulsive force, and (3) steric (polymeric) forces. To 
obtain a well-stabilized suspension, particles dispersed in the suspend-
ing medium must exhibit sufficient repulsive forces to offset the van der 
Waals attraction. These forces are better understood in terms of electrical 
double layer and their interactions are discussed in the next section.

The Electrical Double Layer and Electrophoretic Mobility
EPD relies on the capability of powder to acquire an electric charge in 
the liquid in which it is dispersed. In general, when solid powder is 
dispersed in a polar liquid such as water, usually it results in the 
buildup of a charge at the solid-liquid interface. Sarkar and Nicholson16

inserted a dialysis membrane between EPD electrodes in an Al2O3 sus-
pension. The membrane is permeable to ions, but a dense deposit is 
formed thereon and the current is passed via ionic discharge at the 
cathode. They concluded that the majority of the charge is carried by 
ions that result in the passage of current. It is now well recognized that  
development of the electric charge on colloid particles dispersed in 
water is due to (1) surface group ionization (controlled by the pH of the 
dispersion media), (2) differential solubility of ions (e.g., silver iodide 
crystals are sparingly soluble in water and silver ions dissolve prefer-
entially to leave a negatively charged surface), (3) isomorphous 
replacement/lattice substitution (e.g., in kaolinite, Si4+ is replaced by 
Al3+ to give negative charges), (4) charged crystal surface fracturing 
(crystals can reveal surfaces with different properties), and (5) specific 
ion adsorption (surfactant ions may be specifically adsorbed). This surface 
charge influences the distribution of nearby ions in the polar medium. 
The ions, which establish the surface charge, are termed potential deter-
mining ions (PDIs). These normally include ions of which the solid is 
composed; hydrogen and hydroxyl ions; and ions capable of forming 
complex or insoluble salts with the solid surface species. Ions of oppo-
site charge (counter-ions) are attracted toward the surface, and ions of 
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like charge (co-ions) are repelled from the surface. This leads to the 
formation of a net electric charge of one sign on one side of the interface 
and a charge of opposite sign on the other side, giving rise to what is 
called the electrical double layer.

10.2.4 Parameters Influencing EPD
There are two groups of parameters that determine characteristics of the 
electrophoretic process; one is related to the nature of the suspension and 
the other to the physical parameters, such as the electrical nature of the 
electrode and the amount and time for which the voltage is applied for 
the deposition. Hamaker18 and Avgustnik et al.19 were the first to describe 
the correlation between the amount of material deposited during EPD 
and the different influencing parameters. Hamaker’s law relates the 
deposit yield (w) to the electric field strength E, the electrophoretic mobil-
ity μ, the surface area of the electrode A, and the particle mass concentra-
tion in the suspension C through the following equation:

w EAC
t

t
= ∫ μ dt

1

2   (10.4)

Avgustinik’s law is based on cylindrical, co-axial electrodes, and 
the electrophoretic mobility has been expanded and is represented in 
terms of permittivity ε, the zeta potential ξ, and the viscosity of the 
suspension η:

w
lE C t

a b
= εξ

η3 ln( )/
 (10.5)

where l = length of the deposition electrode
a = radius of the deposition electrode
b = radius of the co-axial counter electrode (b > a)

Biesheuval and Verweij20 have considered three different phases 
during the deposition process, namely, solid phase, suspension phase, 
and phase having negligible or no solid particles. Both the deposit phase 
and the particle-free liquid phase grow at the expense of the suspension 
phase. By considering the movement of the boundary between the 
deposit and the suspension phases with time along with the continuity 
equation and expression for velocity of particles in the suspension, they20

derived the following equation based on that of Avgustinik et al.19:

w
lEC
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where φs = volumetric concentration of particles in suspension
 φd = volumetric concentration of particles in deposit

Cd = mass concentration of particles in the deposit
   μ = electrophoretic mobility = εξ/6πη
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Ishihara et al.21 and Chen et al.22 used the following equation for the 
weight (w) of charged particles deposited per unit area of electrode, 
ignoring the charge carried by the free ions in the suspension

w C
E
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⎛
⎝⎜

⎞
⎠⎟

2
3

1
0ε ε ξ

η
 (10.7)

where C = concentration of the particles
 ε0 = permittivity of vacuum
 εr = relative permittivity of the solvent
 ξ = zeta potential of the particles
 η = viscosity of the solvent

E = applied potential
L = distance between the electrodes
t = deposition time 

Parameters Related to the Suspension

Size of the particle Successful EPD requires the development of a sta-
ble suspension composed of electrostatically charged particles homo-
geneously distributed in a suitable solvent. For larger particles, the 
main problem is that they tend to settle due to gravity. Under such 
conditions it is really difficult to get uniform deposition from sediment-
ing suspension of large particles. This will lead to a gradient in deposi-
tion, i.e., thinner deposit above and thicker deposit at the bottom, when 
the deposition electrode is placed vertical. Thus for the EPD of larger 
particles either a strong surface charge must exist, or the electrical 
double-layer region must increase in size. Particle size has also been 
found to have a prominent influence on controlling the cracking of the 
deposit during drying. Sato et al.23 have investigated the effect of the 
size of YBa2Cu3O7-δ particle on crack formation. The results reveal rela-
tively less cracking in films deposited from the suspension consisting 
of smaller particles (0.06 μm) than the larger ones (3 μm).

Dielectric Constant of Liquid Powers24 has investigated the effect of  
dielectric constant of the liquid on the EPD technique. Deposits could 
be obtained only with liquids for which the dielectric constant is in 
the range of 12 to 25. With too low a value of the dielectric constant, 
deposition does not occur because of insufficient dissociative power, 
while with a high dielectric constant, the high ionic concentration in 
the liquid reduces the size of the double-layer region and conse-
quently the electrophoretic mobility. Thus, the ionic concentration 
of the liquid must remain low, a condition favored in liquids of low 
dielectric constant. Table 10.2 gives the values of dielectric constants 
of various organic solvents that can be used for EPD.
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Conductivity of Suspension Ferrari and Moreno25 have proposed that 
conductivity of the suspension is a key factor and needs to be taken into 
account in EPD experiments. It has been pointed out that if the sus-
pension is too conductive, particle motion is very low, and if the sus-
pension is too resistive, the particles charge electronically and the 
stability is lost. They have found that the conductivity values are not 
useful for EPD, and there is only a narrow band of conductivity range 
at varying dispersant dosage and temperature in which the deposit is 
formed. This suitable region of conductivity is, however, expected to 
be different for different systems. The margin of conductivity region 
suitable for EPD can be increased by the applied current, ensuring 
success of the EPD process.26

Zeta Potential (ξ) Zeta potential measures the potential difference 
between the particle surface and the shear layer plane formed by 
the adsorbed ions and is a key factor in the EPD process. The value of 
the zeta potential is related to the stability of the colloidal dispersion. The 
zeta potential indicates the degree of repulsion between adjacent, 
similarly charged particles in dispersion. For molecules and particles 
that are small enough, and of low enough density to remain in sus-
pension, a high zeta potential confers stability; i.e., the solution or 
dispersion resists aggregation. When the potential is low, attraction 
exceeds repulsion and the dispersion is likely to break and flocculate. 
And the colloids with high zeta potential (negative or positive) are 
electrically stabilized while colloids with low zeta potential tend to 
coagulate or flocculate as outlined in Table 10.3. Besides this, it plays 
an important role in determining the direction and migration velocity 
of particles during EPD and the green density of the deposit. 

During EPD, particles come closer to one another with increasing 
attractive forces. Under such conditions if the particle charge is low, 

Solvent Relative Dielectric Constant

Methanol 32.63

Ethanol 24.55

n-Propanol 20.33

Isopropanol 19.92

n-Butanol 17.51

Acetone 20.7

Acetylacetone 25.7

Acetonitrile 37.5

TABLE 10.2 Relative Dielectric Constants of Organic Solvents 
Used for EPD
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the particles coagulate even for relatively large interparticle distances, 
leading to porous, sponge-like deposits. On the contrary, if the parti-
cles have a high surface charge during deposition, they repel one 
another, occupying positions that may lead to high particle packing 
density.27 It is therefore important to control the loading of desired 
material and concentration of solvents and additives in the EPD sus-
pension in order to reach the highest possible green density of the 
deposit. The zeta potential can be controlled by a variety of charging 
agents such as acids, bases, and specifically adsorbed ions or poly-
electrolytes, added to the suspension.28

There are a variety of additives that affect the magnitude of charge 
and its polarity. These additives act by different mechanisms. The 
main criteria for selection of a charging agent are the preferred polar-
ity and the deposition rate of the particles. Chen et al.29 have found 
that stability and the deposition rate of alumina from its alcoholic 
suspension are  maximal at pH 2.2. At this pH there is a maximum 
positive zeta potential of alumina, but with the increase in the pH of 
the suspension the stability starts decreasing. This can be explained 
on the basis of the charging mechanism proposed by Wang et al.30

 AlOH2
+ H+

← ⎯⎯  AlOH  OH−
⎯ →⎯⎯  AlO–  + H2O (10.8)

Under basic conditions such as pH 11, AlOH tends to form AlO–.
However, in the presence of water it results in the formation of AlOH2

+ ,
and consequently there is lowering of the zeta potential at higher pH 
values than at pH 2. This may lead to high stability of the suspension 
at lower pH than at higher pH. Ma et al.31 have demonstrated the 
effect of polymer additives on the zeta potential of the colloidal sus-
pension, which is a measure of the colloid dispersion stability via the 
interaction strength of the colloid particles, and hence relate it with 
the stability of PZT (PbZr0.52Ti0.48O3) colloidal suspension.

Stability of Suspension Electrophoresis is the phenomenon of motion of 
particles in a colloidal solution or suspension in an electric field, and 
it generally occurs when the distance over which the double-layer 

Zeta Potential (mV) Stability Behavior of Colloid

From 0 to ±5 Rapid coagulation or flocculation

From ±10 to ±30 Incipient instability

From ±30 to ±40 Moderate stability

From ±40 to ±60 Good stability

More than ±61 Excellent stability

TABLE 10.3 Effect of Zeta Potential on Colloid Stability 
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charge falls to zero is large compared to the particle size. In this con-
dition, the particles will move relative to the liquid phase when the 
electric field is applied. Colloidal particles that are 1 μm or less in 
diameter tend to remain in suspension for long periods due to brownian 
motion. Particles larger than 1 μm require continuous hydrodynamic 
agitation to remain in suspension. The suspension stability is charac-
terized by the settling rate and the tendency to undergo or avoid floc-
culation. Stable suspensions show no tendency to flocculate, settle 
slowly, and form dense and strongly adhering deposits at the bottom 
of the container. Flocculating suspensions settle rapidly and form low-
density, weakly adhering deposits. If the suspension is too stable, the 
repulsive forces between the particles cannot be overcome by the elec-
tric field, and deposition does not occur. According to a model for EPD, 
the suspension should be unstable in the vicinity of the electrodes.32

This local instability can be caused by the formation of ions from elec-
trolysis or discharge of the particles; these ions then cause flocculation 
close to the electrode surface. It is desirable to find suitable physical/
chemical parameters that characterize a suspension sufficiently so that 
its ability to deposit can be predicted. 

Parameters Related to the EPD Process

Effect of Deposition Time At constant voltage, initially there is a linear 
relationship between the amount of material deposited and the depo-
sition time, but later the deposition rate decreases with increased or 
prolonged deposition time. This is expected because while the poten-
tial difference between the electrodes is maintained constant, the 
electric field influencing electrophoresis decreases with deposition 
time due to formation of an insulating layer of ceramic particles on 
the electrode surface.33

Applied Voltage Normally the amount of deposit increases with 
increase in applied potential. Basu et al.34 have found that there is more 
uniform deposition of films at moderate applied fields (25 to 100 V/cm) 
and the quality of the films deteriorates if relatively higher applied 
fields (>100 V/cm) are used. Since the formation of a particulate film 
on the electrode is a kinetic phenomenon, the accumulation rate of the 
particles influences their packing behavior in the coating. A higher 
applied field may cause turbulence in the suspension; the coating may 
be disturbed by flow in the surrounding medium, even during its 
deposition. In addition, particles can move so fast that they cannot find 
enough time to settle in their best positions to form a close-packed 
structure. Negishi et al.35 have observed that the current density of 
n-propanol solvent in the absence of any powder is proportional to the 
applied voltage, and it tends to become unstable with increasing applied 
voltages (Fig. 10.3). Such stability data serve as a good guideline for 
deciding the deposition parameters and consequently the quality of 
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deposit formed by EPD. It is considered that the unstable current den-
sity influences the quality of deposition morphology. From the current 
density profile in Fig. 10.3, it is reasonable to suggest that the applied 
voltage should be less than 100 V in the case of n-propanol. It is observed 
that amount of YSZ (Y2O3-stabilized ZrO2) deposition from the n-
propanol bath increases with increasing applied voltage. However, 
the deposit surface morphologies are found to be flat at low voltages, 
and they became rougher with increasing applied voltage.

Concentration of Solid in Suspension Predominantly for multicompo-
nent EPD, the volume fraction of the solid in the suspension plays an 
important role. In some cases, although each of the particle species 
has the same sign of surface charge, they could be deposited at differ-
ent rates depending on the volume fraction of solids in the suspen-
sion. If the volume fraction of solids is high, the powders deposit at 
an equal rate. If, however, the volume fraction of solids is low, the 
particles can deposit at rates proportional to their individual electro-
phoretic mobility.36

Conductivity of Substrate The uniformity and conductivity of a sub-
strate electrode are important parameters critical to the quality of the 
deposition of green films by EPD. Peng and Liu37 have observed that 
low conductivity of the La0.9Sr0.1MnO3 (LSM) substrate leads to non-
uniform green film and slow deposition. Chen and Liu22 have 
observed that when as-pressed LSM or LSM-YSZ composite pellets 
are used as substrates for EPD, the deposition rate of YSZ is slow and 
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FIGURE 10.3 Stability of current density of n-propanol for different applied 
voltages. (Reprinted from Ref. 1. Copyright 2007, with permission from 
Elsevier.)
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the resulting film is nonuniform. This has been attributed to the high 
resistance of the substrates resulting from the binder added. When 
the pellets are fired at 700oC for 0.5 h to remove the binder, the con-
ductivity of the substrate increases substantially. Consequently, the 
green YSZ film obtained is of high quality.

10.2.5 Materials for EPD 
The EPD technique has been used successfully for thick film of silica,7, 38

nanosized zeolite membrane,39 hydroxyapatite (HA) coating on a metal 
substrate for biomedical applications,40–41 luminescent materials,42 high-
Tc superconducting films,43 gas diffusion electrodes and sensors,9 glass 
and ceramic matrix composites,18 oxide nanorods,44 carbon nanotube 
films,45–48 layered ceramics,49 piezoelectric materials, 50 etc. On the basis of 
the type of material used for electrophoretic deposition, these materials 
can be categorized as inorganic or organic. 

Inorganic Materials
In the class of inorganic materials, EPD has been explored much for 
the processing and fabrication of a wide variety of ceramic materials. 
The EPD of ceramics was first studied by Hamaker18 in 1940, and only 
in the 1980s did the process receive attention in the field of advanced 
ceramics. Abdollahi et al.39 have applied the electrophoretic technique 
as the seeding method for the formation of zeolite ZSM-5 layers in 
order to achieve thin defect-free membranes with appropriate orien-
tation. Using this technique, an oriented continuous layer of nano-
sized zeolite seeds is formed on the support, and the seeds act as 
nuclei for the next step, which is crystal growth under hydrothermal 
situation. Braun et al.51 have reported the fabrication of transparent, 
homogeneous polycrystalline alumina ceramic with submicron 
microstructure by means of EPD. Recently, Besra et al.52 have investi-
gated EPD of YSZ particles from their suspension in acetylacetone 
onto a nonconducting NiO-YSZ substrate for solid oxide fuel cell 
applications. In principle, it is not possible to carry out EPD on non-
conducting substrates. In this case, the EPD of YSZ particles on a 
NiO-YSZ substrate is made possible through the use of an adequately 
porous substrate. The continuous pores in the substrates, when satu-
rated with the solvent, helped in establishing a “conductive path” 
between the electrode and the particles in suspension. Deposition 
rate is found to increase with increasing substrate porosity up to a 
certain value. EPD technique has also been explored for the nano-
crystalline oxide coatings, e.g., MnO2,

53 on the desired substrate.  
Antonelli et al.49 have recently reported the fabrication of dense, 

crack-free, and homogeneous thick films of BCT23 (Ba0.77Ca0.23TiO3)
by the electrophoretic technique. The BCT ceramic material is a fer-
roelectric material and has been reported as a promising multi-layer 
ceramic capacitor (MLCC). Trau et al.54 and Bohmer55 simultaneously 
reported the monolayer film formation of micron-sized latex particles 
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by the electrophoretic technique. Highly ordered structures such as 
three-dimensional colloidal crystals (opals)56–58 and ordered two-
dimensional films of a binary mixture of colloids59 have been described 
in the literature. The driving force for self-assembly in these systems 
has been investigated54, 56, 59–61 and is generally ascribed to electrohy-
drodynamic flow.62–63 There are less-frequent reports of electropho-
retically deposited films of particles with dimensions in the low 
nanometer range. Bailey et al. have shown unordered films deposited 
by means of electrophoresis on substrates that were prepatterned 
using micro contact printing.64 Another example is from Gao et al.,65

who deposited CdTe nanoparticles on prepatterned indium tin oxide 
(ITO) electrodes. Inverse opals made by EPD of small particles into 
voids left between an ordered multilayer films of large particles have 
been shown by Gu et al.58

Generally, the assembled nanoparticulate films do not exhibit sig-
nificant ordering. A number of factors make deposition of ordered 
films of nanoparticles and their investigation more challenging, as 
opposed to their micron-sized counterparts. First, for aqueous sus-
pensions of nanocolloids, the thickness of the double layer is often 
comparable to the particle size, giving rise to considerable interpar-
ticle repulsion. Second, brownian motion for small particles is more 
important than for larger particles, thereby inhibiting ordering of the 
film.66 Furthermore, electroosmotic flow arising from electrophoretic 
motion of ions in the aqueous liquid near charged surfaces, including 
the substrate, interferes with the well-defined motion of the charged 
particles. Kooij et al.67 have reported nanocolloidal gold particle 
deposition from an aqueous benzoate/benzoic acid solution at metal-
coated glass substrates, in the presence of an externally applied elec-
tric field. The spatial distribution of nanoparticles deposited in an 
applied field exhibits a higher degree of order compared to the ran-
dom, irreversibly deposited nanocolloids at chemically functional-
ized surfaces. They have also explained electrohydrodynamic forces 
and capillary forces as the deriving forces for the ordering of the 
nanoparticles. Figure 10.4 shows the SEM images of nanocolloidal 
gold films deposited in the presence of external electric field.

EPD has been used to synthesize nickel-alumina, functionally 
graded materials from NiO, and alumina suspensions in ethanol by 
Nagarajan et al.68 Functionally graded materials (FGMs) are compos-
ites with gradual transition of microstructure and/or composition. 
The importance of the gradual transition is to increase the strength of
the bond between composites of dissimilar materials; e.g., ceramic/
metal interfacial coherence can be increased by continuous gradation 
rather than a sharp discontinuity. Sarkar et al.69 first obtained the EPD 
of functionally graded materials. Milczarek and Ciszewski70 have 
used the electrophoretic technique for the easy and rapid deposition 
of Ni(II) and Co(II) phthalocyanines. Metal phthalocyanines (MPcs) 
are macrocyclic complexes and have been known to be excellent 
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catalysts for many chemical reactions and also have application in 
the design of solid-state photovoltaic cells. Wang and Hu40 have 
explored the use of EPD technique in patterning of HA [Ca10(PO3)6(OH)2,
bioceramic] through the use of patterned metallic cathodes. Patterned 
bioceramic coatings of HA may find potential applications in ortho-
pedic implants and biosensors. Bailey et al.71 have reported a conve-
nient approach for controlled fabrication of ultra-thin micropatterned 
colloidal gold films on conductive ITO-coated glass platforms using 
a combination of microtransfer molding and EPD techniques. These 
films readily diffract visible light and may prove useful as chemo- 
and electrochemically responsive optical diffraction gratings. 

Limmer and Cao44 have demonstrated a new method for the 
growth of oxide nanorods by combining sol-gel processing with EPD. 
They have named this technique sol gel electrophoresis, and this 
method has been reported to grow the nanorods of both single metal 
oxides (TiO2, SiO2) and complex oxides [BaTiO3, Sr2Nb2O7, and 
Pb(Zr0.52Ti0.48)O3] within the diameter range of 45 to 200 nm. The 
higher surface area of nanorods and their relatively shorter conduc-
tion path should combine to make solar cells that are more efficient. 
Another application is the use of the higher surface area of nanorods 
for sensors, detectors, and catalysts. Patterned, ordered arrays of uni-
directionally aligned nanorods could serve as the foundation of two-
dimensional photonic band gap crystals. 

Organic Materials
EPD has been gaining increasing interest as an economical and versa-
tile processing technique for the production of novel coatings or films 

FIGURE 10.4 Scanning electron microscopy images of nanocolloidal gold 
fi lms deposited in the presence of an external electric fi eld. Depicted is the 
morphology after the deposition experiments shown of left and of right. The 
coverages amount to 41 and 9%, respectively. (Reprinted from Ref. 67. 
Copyright 2007, with permission from Elsevier.)
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of organic materials such as carbon nanotubes (CNTs), polymers, etc. 
on conductive substrates. 

EPD of Carbon Nanotubes Since the discovery of CNT in 1991 by 
Iijima,72 CNTs have been looked at extensively by researchers in vari-
ous fields such as chemistry, physics, materials science, and electrical 
engineering. CNTs are unique nanostructured materials with remark-
able physical and mechanical properties. Many of the remarkable 
properties of CNTs are now well established, and their exploitation in 
a wide range of applications forms a major part of current research 
and development efforts.73 One of the challenges is to tackle the prob-
lem of manipulating CNTs, individually or collectively, to produce a 
particular arrangement needed for a given application. One very 
promising technique being developed for manipulating CNTs is EPD. 
For successful EPD, preparation of a stable dispersion of CNTs in a 
suitable solvent is necessary. The most common strategy is the pro-
duction of an electrostatically stabilized dispersion, which in general 
requires the preparation of a solvent medium in which the particles 
have a high ξ potential, while keeping the ionic conductivity of the 
suspensions low. The stability of CNT suspensions, determined by 
ξ-potential measurements, has been studied mainly in aqueous and 
ethanol-based suspensions.74

The earliest investigations appear to be those of Du et al.,45 who 
explored the possibility of using EPD to deposit multiwalled CNT 
(MWCNT) from ethanol/acetone suspensions on metallic substrates. 
They observed strong hydrogen evolution at the cathode, leading to 
a porous film of nanotubes with pore sizes ranging from 1 to 70 μm. 
Thomas et al.46 have successfully deposited homogeneous MWCNT 
films onto stainless-steel substrates using EPD from aqueous suspen-
sions of acid-oxidized nanotubes. No hydrogen evolution is observed 
during this deposition. This result contrasts with that of Du et al.45

and it may be attributed to the lower electric field strength used by 
Thomas et al.46 Du and Pan75 have electrophoretically fabricated thin 
films of MWCNT using (Mg (NO3)2)6H2O as electrolyte, and they also 
reveal the application of these electrodes as super capacitors. These 
MWCNT electrodes exhibit a significantly small ESR and a high spe-
cific power density. The super capacitors also show superior frequency 
response, with a frequency ‘‘knee’’ more than 70 times higher than the 
highest reported knee frequency for super capacitors. In addition, 
this carbon nanotube thin film can act as a coating over an ordinary 
current collector to decrease the contact resistance between the active 
materials and the current collector for improved performance. EPD has 
been used to a limited extent to deposit single-wall CNTs (SWCNTs).49

One report describes the production of SWCNT deposits from very 
dilute SWCNT suspensions in ethanol (1 mg SWCNT in 200 mL ethanol) 
after the addition of a suitable salt (MgCl2).

50 Other solvents investi-
gated for SWCNT deposition include dimethylformamide (DMF) 
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and mixtures of distilled water and methanol.76 Films containing long 
SWCNT bundles are obtained. Andrade et al.77 have compared differ-
ent techniques such as dip-coating, filtration, spray coating, and EPD 
for CNT deposition. The result suggests that dip-coating and EPD pro-
vide the smoothest CNTs and may be an interesting option for solar 
cell applications, among others.

Girishkumar et al.78 used EPD to deposit a thin film of SWCNT 
modified with tetraoctylammonium bromide (TOAB) in tetrahydro-
furan (THF) on aminopropyltriethoxysilane (APS) coated, optically 
transparent electrodes (OTEs) made of conductive glass. The TOAB 
binds to the surface of the CNT during sonication by hydrophobic 
interactions of its alkyl chain thereby preventing aggregation and set-
tling of nanotubes. The same group has reported the fabrication of a 
membrane electrode assembly for hydrogen fuel cells by using EPD 
to deposit a SWCNT support and a Pt catalyst on carbon fiber elec-
trodes.79 Both the electrophoretically deposited nanotubes and plati-
num retained their nanostructured morphology on the carbon fiber 
surface. Kurnosov et al.80 have suggested introducing a resistive 
material on top of the conductive cathode to improve the adhesion of 
the CNTs to the substrate and the uniformity of the deposited film. A 
suspension of SWCNT in NiCl2/isopropyl alcohol was deposited on 
an ITO-coated aluminum cathode. Oh et al.48 have performed a simi-
lar experiment in which functionalized SWCNTs are stabilized in 
MgCl2/ethanol and are deposited on ITO-coated glass. In both cases, 
the nanotubes strongly adhere to the ITO coating. The adhesion has 
been attributed to two factors. The first is the interaction between the 
hydrophilic CNT and ITO surface.48, 81 The second is the presence of 
the charger salt, MgCl2, since Mg2+ ions form hydroxides at the sur-
face of the negative electrodes that assist the interfacial bonding.81

Girishkumar et al.78 have introduced APS coating on OTE surface to 
obtain more uniform electrophoretically deposited films of CNTs. 

Kamat et al.82 have extensively investigated the assembly of solu-
bilized SWCNTs into linear bundles at a high DC voltage (>100 V) 
and their deposition on OTE at relatively low DC voltage (∼50 V). 
Purified SWCNTs are solubilized by mixing with TOAB in THF. The 
SWCNT films of varying thickness are obtained by adjusting the 
deposition time. At high DC voltage of >100 V, the CNTs do not 
deposit and become aligned perpendicular to the two electrodes 
(parallel to the field). The influence of electrode separation has been 
investigated by Kurnosov et al.80 They have found that the uniformity 
of field emission depended significantly on the electrode separation. 
The best uniformity is obtained at the lower end of the separations 
tested (0.3 to 1.8 cm). These authors have observed that for larger 
electrode separations, the emission sites are concentrated at the edges 
of the electrodes due to nonuniformity of the electric field.

Once a porous CNT coating or film is obtained, EPD can be 
employed to deposit ceramic or metallic nanoparticles with the aim 
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of infiltrating the CNT structure, or producing a layered structure. 
Alternatively, composite CNT/nanoparticulate coatings can be 
obtained by co-EPD from stable suspensions containing two or more 
components. The various components may be separately dispersed, 
coming together only during EPD, or may be preassembled to form a 
more complex building block. These opportunities have yet to be 
investigated systematically, but some indicative promising results 
have been obtained. Singh et al. have reported homogeneous and 
thick deposits of CNTs that can be coated and infiltrated with TiO2
nanoparticles obtained by co-EPD. Co-EPD is carried out at a con-
stant electric field of 20 V/cm.83 Due to the complementary surface 
charge of CNT (negatively charged) and TiO2 nanoparticles (posi-
tively charged), the two components attract each other in aqueous 
suspensions at the selected pH. These forces result in the deposition 
of TiO2 nanoparticles on the surface of individual CNTs. Similarly, 
CNT/SiO2 nanoparticle composite films have been obtained by EPD 
from aqueous suspensions, as discussed elsewhere.84 The deposit is a 
three-dimensional network of interwoven CNTs coated and infiltrated 
by the SiO2 nanoparticles. This type of porous CNT/titania and CNT/
silica nanostructures may be useful for nanoelectronic devices.85 More 
straightforwardly, the coating and infiltration of porous CNT assemblies 
with nanoparticles can be seen as a useful step toward homogeneous 
incorporation of CNTs in hard, structural, and functional matrices.85

Kaya41 has recently investigated EPD for coating of MWCNT rein-
forced ultrafine (20 nm) hydroxyapatite powders with Ti-6Al-4V for 
biomedical applications, such as total hip replacement.

EPD of Polymers EPD is an important commercial method of apply-
ing films to irregularly shaped metal articles, and adaptation of this 
method to polymers could increase their utility significantly. Li et al.86

have presented a convenient approach for the formation of polyani-
line (PANI) colloids with a size of ∼100 nm. It has been demonstrated 
that the polyaniline colloidal suspensions have excellent processabil-
ity when applied electrophoretically. More significantly, the method 
provides the means for delivering controlled amounts of materials to 
desired locations by manipulating the electric field. This makes pos-
sible the patterning of polyaniline, a technique that could be attrac-
tive, particularly for practical device applications. Li et al. have used 
this technique for the incorporation of polymeric coating on the 
MEMS platform, the NIST micro-hotplate, a conductometric gas sen-
sor with an embedded microheater. The signal magnitude of this 
micro-hotplate device with an electrophoretically integrated polyani-
line film correlates well with the gas concentration, with relatively 
short response and recovery times. The EPD of polyaniline colloids 
can be controlled with great flexibility by adjusting various process 
parameters such as the duration of the deposition, the colloid con-
centration, or the applied voltage. In addition, the electrophoretic 
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patterning of polyaniline from its colloidal suspension has proved to 
be a scalable technique: it can be applied to macroscopic substrates as 
well as micro-fabricated device features. Recently, Dhand et al.9 have 
reported the fabrication of nanostructured polyaniline films using 
this novel electrophoretic technique. A mechanism for the conforma-
tional changes in the PANI chain during EPD has also been proposed. 
Figure 10.5 shows the SEM of electrophoretically fabricated polyani-
line film with nanostructured surface morphology.

Qariouh et al.87 have carried out a systematic study to investigate 
the cataphoretic electrodeposition of polyetherimide from an aque-
ous medium onto an electrically conductive support (aluminum, 
steel mesh). The subsequent steps were also investigated. The yield 
and quality of deposited polyetherimide have been found to be 
strongly dependent upon a number of formulation variables that are 
closely related to the emulsion composition and electrodeposition 
conditions. Ma et al.88 have applied classical colloidal theories that 
describe the particle behavior in suspension to polymer particulates/
blocks. This suggests many possibilities in materials processing 
including coprocessing of composites via particulate or powder route 
to formulate complex microstructures. A polymeric material, poly-
etheretherketone (PEEK), has been used to examine the colloidal 
behavior of polymer particulates by Ma et al.88 Zeta potential of the 
particulate suspension has been measured, and the electrostatic inter-
action of the particulates was examined by DLVO (Derjaguin, Landau,
Verwey, and Overbeek) theory. The electrosteric effect between the 
charged particulates in suspension has also been studied. Based on 

100 nm

FIGURE 10.5 SEM of electrophoretically deposited nanostructured polyaniline 
fi lm. (Reprinted from Ref. 9. Copyright 2007, with permission from Elsevier.)
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the findings, an optimum condition for a dispersed stable suspension 
has been identified and applied to the EPD of PEEK particulates. 
Wang and Kuwabara89 have demonstrated crack-free, relatively dense, 
and smooth BaTiO3 film fabrication on the PANI layers-modified
Si substrate. This method provides a potential route for fabricating 
ceramic films on the nonconductive Si or glass substrates using the 
EPD technique.

Bohmer90 has studied the EPD of micron-sized polystyrene latex 
particles on an ITO electrode using in situ optical microscopy. Bohmer 
observed strong two-dimensional clustering of the particles on the 
electrode surface upon application of a potential. Clustering decreases 
somewhat with increasing salt concentration and breaks down upon 
reversal of the direction of the field. A different interpretation has been 
given to explain the clustering of polystyrene (PS) particles on the ITO 
electrode surface. Tada and Onoda11,12 have demonstrated the nano-
structured film fabrication of various conjugated polymers such as 
poly(3-alkylthiophene), polyfluorene derivative, and MEH-PPV {poly[2- 
(methoxy)-5-(2’-ethyl-hexyloxy)-1,4-phenylene vinylene]} etc. using 
electrophoretic technique. They have utilized this technique to prepare 
donor-acceptor nanocomposites consisting of conjugated conducting 
polymers as donor and C60 molecules as acceptor.10 They have studied 
these electrophoretically deposited nanostructured polymer films for 
fabrication of organic light-emitting diodes, display devices, artificial 
fingerprint devices, and photovoltaic applications. Dhand et al.91

have recently reported the preparation of PANI/MWCNT composite 
by electrophoretic route. Figure 10.6 shows the noncontact mode micro-
graph of electrophoretically deposited PANI and PANI/MWCNT 
composite. Pure polyaniline (Fig. 10.6a) reveals typical granular mor-
phology with each granule having a diameter of 60 nm. Insignificant 
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FIGURE 10.6 AFM images of electrophoretically deposited (a) polyaniline and 
(b) PANI/MWCNT-c fi lms. (Reprinted from Ref. 91. Copyright 2008, with permission 
from Elsevier.) (See also color insert.) 
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agglomerate formation within the diameter range of 90 to 120 nm can be 
seen at certain places. The AFM image of the composite (Fig. 10.6b) clearly 
reveals uniform and homogeneous distribution of CNTs within the 
polymeric matrix poly[2-methoxy-5-(2’-ethyl-hexyloxy)-1,4-phenylene 
vinylene].

10.3 Applications of EPD

10.3.1 Photon Crystal Technology 
The photon crystal technology (PCT) has attracted increasing interest 
for the past few years. The current focus of research lies in the search 
for a three-dimensional full photonic band gap (PBG).52 The full PBG 
was first observed in the microwave regime; subsequent reductions 
in the wavelength were achieved. Recently, it has been developed in 
the 5 to 10 μm wavelength regions by wafer fusion techniques and in 
the 1.35 to 1.95 μm wavelength with silicon processing techniques.92

The present goal is to achieve drastic reduction in the operating 
wavelength range because of the enormous number of applications 
of these materials when operated in the near-infrared/visible ranges 
and inhibition of the spontaneous emission of lucent materials 
embedded therein that can lead to a thresholdless laser. To achieve it, 
ordered arrays with micron and submicron parameters are needed. 
Various techniques based on the use of colloids have been developed 
to construct these solid arrays. Recently, a technique using a local 
electric field generated in the EPD suspension has been developed for 
a novel particle assembling. This technique is called the micro-EPD
(μ-EPD) process. A microdot consisting of mono-dispersed polysty-
rene or silica spheres has been prepared, which works as photonic 
crystals.

The EPD technique produces single-crystal colloidal multilayers93

on the time scale of minutes, which is a drastic acceleration in com-
parison with the most common gravity sedimentation technique. It is 
also quite simple to realize and yields three-dimensional  photonic 
crystals of quality comparable to or higher than that with the other 
methods. Figure 10.7 shows SEM images of colloidal crystals made 
from the colloidal suspension of 300 nm PS latex spheres. This tech-
nique is applicable to a wide variety of particles; however, it is neces-
sary to note that the colloids to be deposited should be tolerant to the 
addition of alcohol to the dispersion. Besides this, EPD offers the pos-
sibility of patterning94 and impregnating the photonic crystals with 
luminescent materials. This technique has opened the possibility of 
preparation of uniform coatings of photonic crystals on curved sub-
stances such as spheres, which would be impossible by means of 
gravitational or centrifugal forces. These coatings can be the basis of 
unique diffraction devices. The overlap of the photonic stopband and 
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the spectrum of spontaneous emission of the impregnated species 
results in the redistribution of the emission energy in such a system. 
This phenomenon represents both fundamental and practical impor-
tance for the design of photonic devices.

Dziomkina et al.95 have introduced a new method by combining 
electrophoresis and a lithographic approach for electrode patterning 
that can be used for the growth of either colloidal monolayers or col-
loidal crystals. The method controls and changes the colloidal crystal 
structure by introducing different patterns in a dielectric layer on top 
of the electrodes used as substrates. Achieving highly accurate growth 
and control of packing symmetry in colloidal crystals is of paramount 
importance for photonic applications.96

10.3.2 Light-Emitting Diodes
Applications of conjugated polymers possessing solubility like 
poly(3-alkylthiophene) and poly(2,5-dialkoxy-p-phenylene vinylene) 
to thin-film electronic devices, such as LEDs, have been widely stud-
ied. The solubility of these materials makes it possible to be processed 
into thin solid films through simple and cheap techniques such as 
spin coating. However, when thin films with submicron thickness are 
required, a dilute solution has to be used. In such cases, most of the 
polymer solution is blown away during spinning, and only a limited 
portion remains as film. Another problem is that the spin-coating 
technique is incompatible with patterning, which is necessary when 
one targets a full-color display. On the other hand, recent studies have 
shown that the morphology of the conjugated polymer film consider-
ably affects the performance of devices such as photocells and field-
effect transistors. In the case of field-effect transistors using spin-coated 
regioregular poly(3-hexylthiophene) films, e.g., different solvents 
yield different mobilities ranging over more than three orders of mag-
nitude. These findings have encouraged the development of nano- 
structured conjugated polymer films. 

FIGURE 10.7 SEM images of colloidal crystal made from 300 nm PS latex 
spheres. (Reprinted with permission from Ref. 93. Copyright 2008, American 
Chemical Society.)
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Nanostructured conducting polymers can be obtained through 
the EPD process. Tada and Onoda11 have reported the preparation of 
nanostructured conjugated polymer films through EPD from their 
colloidal suspension. The morphology of the films observed by an 
atomic-force microscope has indicated that the films consist of nano-
particles. It is suggested that the deposition as well as the drying of the 
film in the nonsolvent atmosphere is a key to obtain nanostructured 
film. A device fabricated from the nanostructured conjugated poly-
mer film emitted light, indicating that pinhole-free nanostructured 
films can be obtained. On the other hand, this technique is another 
way to prepare dense films as used in ordinary polymer LEDs, if the 
optimal postdeposition treatment has been carried out. Tada and 
Onoda12 have  shown that a simple method like injection of a small 
amount of toluene solution of target material into a large amount of 
acetonitrile (nonsolvent for the relevant materials) can generate rela-
tively stable colloidal suspensions of various materials such as C60,
poly(3-alkylthiophene), polyfluorene derivative, and MEH-PPV. The 
colloidal suspension of the mixtures of the materials can be similarly 
obtained. The colloidal particles can be easily collected through EPD 
to make nanostructured films, which are pinhole-free and uniform 
enough to make light-emitting devices as demonstrated. In compari-
son with the traditional approaches such as the spin-coating method, 
EPD requires less solubility and thus is applicable to a wider range of 
materials and composites. The key for this feature is the separation of 
solidification and film formation. Since the polymer films obtained 
through this process work as emission layers in a light emitting 
device, they are expected to work also in photocells as the active 
layer.

10.3.3 Organic Photocells
It is known that the use of donor-acceptor composite improves the 
photon/electron conversion performance of photocells with conju-
gated polymers.97–98 If both components are incorporated at more 
than the percolation threshold concentration in the film, to make 
interpenetrating networks, both electrons and holes can be trans-
ported to and collected by the electrodes. Since most conjugated 
polymers have p-type nature, much effort has been devoted to syn-
thesize acceptor materials with high solubility. Tada and Onoda10

have proposed a novel route to obtain donor-acceptor nanocomposite 
by using EPD. The suspension required for the EPD consists of MEH-
PPV as donor and C60 as acceptor. The film obtained by EPD shows 
notable quenching of photoluminescence indicating photo-induced 
charge transfer between the MEH-PPV donor and the C60 acceptor. 
This result suggests that the donor-acceptor nanocomposite obtained 
through the electrophoretic deposition in the mixture of suspensions 
is a promising material for organic photocells. 
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10.3.4 Biosensors
As mentioned, the electrophoretic technique is known to yield uni-
form, dense, and porous conducting polymer films.9 In this context, 
EPD from a colloidal suspension of a conducting polymer has been 
shown to result in nanostructured conjugated polymer films.10–12

Nanostructured polymer matrices have been found to provide 
increased surface area for high enzyme loading.99 Furthermore, the 
high surface free energy of a nanostructured film strengthens binding 
and stabilizes the desired enzyme.100 These unique properties of 
nanostructured conducting polymers offer excellent prospects for 
interfacing biological recognition events with electronic signal trans-
duction and for designing new bioelectronic devices. Dhand et al.9

have studied electrophoretically deposited nanostructured PANI film 
for application to a cholesterol biosensor. These nanostructured PANI 
derived bioelectrodes (ChOx/PANI/ITO) exhibit linearity up to 
400 mg/dL of cholesterol (Fig. 10.8), sensitivity of 7.76 × 10−5 Abs ×
(mg/dL)−1 with negligible (0.1%) interference. Besides this, the value 
of the apparent Michaelis-Menten constant Km

app  indicative of 
enzyme-substrate interactions, has been found to be 0.62 mM. This 
low value Km

app  for ChOx/PANI/ITO bioelectrode reveals increased 
enzyme (cholesterol oxidase)-substrate (cholesterol) interactions, 
indicating distinct advantage of this matrix over other matrices used 
for cholesterol biosensor fabrication. 

Dhand et al.91 have also reported the preparation of a nanostructured 
composite film comprising emeraldine salt (ES) and carboxyl group 
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functionalized multiwalled carbon nanotubes (MWCNT-c) by using 
the electrophoretic technique. The results of the CV and EIS 
(electrochemical impedance spectroscopy) studies indicate enhanced 
electrochemical and charge transfer behavior of the composite as 
compared to pure polyaniline. This enhanced electrochemical response 
in electrophoretically deposited ES/MWCNT-c composite has been 
utilized to improve characteristics of biosensors. The application of 
ES/MWCNT-c/ITO electrode to biosensor for cholesterol indicates 
short response time (10 s) and high sensitivity (6800 nA/mM). This 
enhanced sensitivity is attributed to the incorporation of the MWCNT-c 
in the matrix and to the intimate association obtained between these 
two aromatic structures. Figure 10.9 shows the variation in the cur-
rent measured at a fixed voltage of 0.28 V in LSV (linear sweep 
voltammetry) scans as a function of cholesterol concentration (1.3 to 
13 mM).

In spite of many applications, the EPD technique has a number of 
limitations. In this context, it may be mentioned that the control of 
this process is difficult since the electrophoretic mobility of the col-
loidal particles is very sensitive to factors such as chemical environ-
ment, particle surface topography, suspension behavior, etc. It is pres-
ently impossible to predict whether suspensions will deposit 
electrophoretically. Another important area of concern is the cracking 
of the electrophoretically deposited materials such as ceramic coating 
during drying and sintering. Moreover, in aqueous EPD, there are a 
number of problems related to the aqueous suspension. Some of these 
are related to electrochemical reactions at the electrodes when current 
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function of cholesterol concentration. (Reprinted from Ref. 91. Copyright 
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is passed through, which seriously affects the efficiency of the process 
and the uniformity of the deposit. Electrolysis of water occurs at low 
voltages, and gas evolution at the electrodes is inevitable at field 
strengths high enough to give reasonably short deposit times. This 
causes bubbles to be trapped within the deposit, unless special proce-
dures are adopted, and damage the film topology. Another electroki-
netic phenomenon occurring in an aqueous EPD is water electroos-
mosis, which consists of the movement of the liquid phase because of 
an external electric field. This could be helpful in EPD because it 
would accelerate drying of the deposit surface which is in contact 
with the electrode. So if the process is well controlled, demolding of 
the self-supported deposits can be easier. Contrarily, if the deposits 
were too thick, or the process was too fast, crack formation would 
occur as a consequence of the drying gradient. 

10.4 Scope of Electrophoretically Deposited Polymers
It has been shown that EPD has gained considerable interest in recent 
years for fabrication of advanced materials. The process is simple, 
easy to use, and cost-effective, and it has found innumerable applica-
tions including thin- and thick-film deposition, layered ceramics, 
hybrid materials, fiber-reinforced composites as well as nanocompos-
ites, nanoscale assembly of two- and three-dimensional ordered 
structures and micropatterned thin films. However, the process needs 
judicious choice of solvent media such that an appreciable magnitude 
of surface charge is developed on the powder surface in the suspen-
sion to ensure stability of the suspension as well as facilitate high 
electrophoretic mobility. EPD has a number of advantages over the 
usual filtration methods, including rapid but controlled deposition 
over a wide range of substrate materials. As long as the substrate is 
conducting, an adherent coating can be obtained. The EPD technique 
is a widely used industrial process that has been applied successfully 
for deposition of, e.g., phosphor for displays. It is an automated and 
high-throughput process that in general produces films with good 
homogeneity and packing density. 

The EPD process is found to be the most promising technique for 
homogeneous, smooth, and rigid deposition of CNT with controlled 
thickness and morphology. In addition, the technique can be readily 
extended to allow the coating of CNTs onto large planar substrates, 
wires, individual fibers, fibrous structures, and porous components. 
These CNT-based films have numerous applications for these net-
works: antielectrostatic coatings;  electrochromic or electrically heated 
windshields; field emitters; energy applications; displays; electro-
magnetic screening and touch panels; transistors for logic elements in 
macroelectronic systems or for optical elements with highly anisotro-
pic properties; sensors;  optoelectronics; and diodes. Moreover, elec-
trophoretically deposited CNT films are robust and provide new 
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ways to explore the electrochemical and electrocatalytic properties of 
carbon nanotube films. Polymer particulates/blocks can be electro-
phoretically moved under the action of an electric field. Hence this 
provides a broader selection of processing routes for composite mate-
rial systems for both miniaturized and complex configurations using 
EPD.

The electrophoretic patterning of polyaniline from its colloidal 
suspension has proved to be a scalable technique: it can be applied to 
macroscopic substrates as well as microfabricated device features. 
Electrophoresis of charged polymer colloids on patterned electrode 
surfaces allows us to form colloidal monolayers and to grow colloidal 
crystals with different lattice structures, where the patterns of the 
electrode substrates determine the structures of the colloidal crystals 
grown on them. Achieving highly accurate growth and control of 
packing symmetry in colloidal crystals is of paramount importance 
for photonic applications. There is particular interest in this issue as 
the propagation of light in photonic crystals is highly dependent on 
their lattice structures. Colloidal monolayers fabricated by this 
method can be further used for the preparation of three-dimensional 
colloidal crystals with low packing symmetry, e.g., by means of a 
layer-by-layer deposition of oppositely charged colloidal particles. 
Furthermore, the monolayers can have additional applications, e.g., 
to study local reactions that take place in hollow spheres (nanocap-
sules) that are used as delivery vehicles for the controlled release of 
substances such as drugs, cosmetics, dyes, or inks, or for protection of 
sensitive agents such as enzymes and proteins. Electrophoretic depo-
sition results in the formation of uniform, dense, pinhole-free nano-
structured films of conducting polymers. These nanostructured poly-
meric films can be used as an effective matrix in light-emitting 
devices, photovoltaic cells, organic photocells, biosensors, etc. 

In biosensor applications, nanostructured polymer matrices have 
been found to provide increased surface area for high enzyme loading. 
Furthermore, the high surface free energy of a nanostructure strength-
ens binding and stabilizes the desired enzyme. These unique proper-
ties of nanostructured conducting polymers offer excellent prospects 
for interfacing biological recognition events with electronic signal 
transduction and for designing new bioelectronic devices. In compari-
son with the traditional approaches such as the spin-coating method, 
the electrophoretic deposition requires less solubility and thus is appli-
cable to a wider range of materials and composites. Electrophoretic 
deposition can be used for on-chip manipulation and assembly of col-
loidal particles. The structures assembled include cells, conductive 
microwires from metallic nanoparticles, and switchable two-
dimensional crystals from polymer microspheres. The electric field-
driven assembly of cells and nanoparticles can be used to create new 
types of biosensors, microbioassays, and bioelectronic circuits. This 
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technique enables design of bacterial biofilms for biotechnological 
applications (e.g., biosensors and bioreactors) or as protective coatings 
of probiotic bacteria on, for instance, silver-impregnated urinary cath-
eters or voice prostheses in biomedical applications.

In spite of these interesting developments, a lot remains to be 
done with regard to both fundamental understanding and the much 
needed improvement of the method of electrophoretic deposition for 
application to desired organic electronic devices.
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CHAPTER 11 

Electrochemical 
Surface Switches and 
Electronic Ion Pumps 
Based on Conjugated 

Polymers

Magnus Berggren* and Agneta Richter-Dahlfors†

OBOE––Strategic Center for Organic Bioelectronics

11.1 Electronic Control of Surface Properties 
In a vast number of biotechnological applications, the interface between 
an aqueous fluid and a solid surface is of great importance. This inter-
face may serve as the anchoring site for biomolecules in biosensor sys-
tems, act as a catalyst for chemical reactions, etc. In the technology area 
of microfluidics, major efforts have been devoted to design and engi-
neer the chemistry and topography of solid surfaces in order to control 
the flow of liquids in dispensing and analysis systems of various com-
plexity. In the cell biology field, surfaces have been shown to act as 
promoters for specific protein adsorption, and this effect has been uti-
lized to dictate the specific proliferation and differentiation scheme of 
cultivated cells.1 Numerous recent breakthroughs in material and sur-
face science have provided a toolbox of technologies that today can be 
used to tailor-make the fluid-solid interface in order to express desired 
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static characteristics for the target application. However, for many 
bioapplications, it may be preferable to achieve dynamic control of the 
chemical and physical surface properties. Dynamic control of the sur-
face tension, chemistry, and charge achieved by electric biasing will 
provide a novel technology with great potential to advance current 
research in cell biology.

11.1.1 Wettability Switches Based on Conducting Polymers 
Conjugated polymers have been extensively explored in electrochemi-
cal (EC) devices. Their principle of operation is defined by the dynamic 
change of the fundamental chemical and/or physical properties of the 
conjugated polymer bulk upon EC switching. For instance, EC control 
of the volume, optical absorption, and impedance define the function 
of polymer actuators,2 electrochromic displays,3 and EC transistors.4,5

As the oxidation state of a polymer film is altered, not only its bulk 
properties are switched but also its nature along its outermost surface. 
Several research groups have explored the use of EC switching of con-
jugated polymer thin films to achieve dynamic control of the surface 
tension.6–8 The surface of an oxidized polymer film expresses a higher 
density of dipoles compared to the neutral polymer surface, and intui-
tively, it should therefore exhibit a relatively higher surface energy. 
However, wettability along conjugated polymer surfaces is somewhat 
more complex, since topography and the properties of doping ions 
must be taken into the account.

11.1.2 Surface Switches Based on P3AT, PPy, and PANI
Poly(3-alkylthiophenes)9 (P3AT) can be processed and patterned from 
organic solvents. Films of poly(3-hexylthiophene) (P3HT) can be 
deposited on top of solid electrolytes to form a device configuration 
expressing its EC active surface toward the environment (Fig. 11.1). 
Along this surface, the water contact angle8 is found to be θ = 101.8º. 
By applying a positive voltage (~1 V) to the P3HT film and by ground-
ing a counterelectrode, in contact with the common electrolyte, P3HT 
oxidizes according to Eq. (11.1):

 P3HT + X− → P3HT:X + e − (11.1)  

S
θ θ

Water droplets

Planar carrier
Solid electrolyte

Counterelectrode

Polymer electrode 
V

FIGURE 11.1 Left: Structure of an EC surface switch with a conjugated 
polymer as the active material. Middle: The chemical structure of P3HT. 
Right: Photographs of the water droplets added to the neutral (left) and 
oxidized (right) surfaces, respectively. θ = contact angle.
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In the oxidized state, the P3HT film exhibits a water contact angle 
of θ = 89.1º (Fig. 11.1). In both oxidation states, the water contact 
angles are rather high and the associated difference is small. This is 
explained by the presence of hexyl side chains. Along the P3HT sur-
face, the side groups point outward to a great extent. Therefore, they 
shield the net effect of the dynamic change of the dipole characteris-
tics that occur along the core of the polythiophene backbone, upon 
EC switching. 

Detergent acids such as DBSA (dodecylbenzene sulfonic acid)6

are commonly used as the doping ion to obtain high conductivity of 
conjugated polymers, e.g., polyaniline (PANI) (Fig. 11.2). In the 
doped oxidized state, the acid group locks the doping ion to the con-
jugated backbone, leaving the nonpolar part of the molecule point-
ing away from the polymer chain and also from the surface. In this 
case, the oxidized film possesses a relatively lower surface energy, 
thus resulting in high water contact angles. In the reduced neutral 
state, the doping ions are decoupled from the conjugated polymer 
and can more freely rotate to expose the more polar acid groups 
away from the polymer main chain. This increases the surface ten-
sion and the water contact angle is therefore lowered (Fig. 11.2). The 
water contact angles along PANI:DBSA-based surface switches are 
found to be 9° and 37° for the reduced and oxidized states, respec-
tively (Fig. 11.2).10

The relationship between the water contact angle θ for a liquid 
l droplet residing along a planar solid s surface also in contact with air 
or vapor v, and the contributing surface tension quantities is pre-
dicted by Young’s equation, (11.2), where γ is the surface tension for 
the different interfaces. 

γsv = γsl + γlvcosθ  (11.2)   

To further increase the net difference of the water contact angle 
upon electrochemical switching of the conjugated polymer, one can 

N

DBSA*M+

DBSA*
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FIGURE 11.2 Left: The chemical structure of PANI and DBSA. Water droplets added 
to surface switches including PANI:DBSA, in which PANI is in its oxidized (middle) 
and reduced (right) state. (From Ref. 10. Copyright 2004, Wiley-VCH Verlag GmbH 
& Co. KGaA. Reproduced with permission.) (See also color insert.)
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texture the solid surface. This increases the effective area between the 
liquid and the solid polymer surface, thus modifying Eq. (11.2). The 
wetting characteristics along textured surfaces have been treated and 
investigated in the past and can be predicted using the Cassie-Baxter 
or the Wenzel relationships.11 If a droplet, applied onto a textured 
surface, stays standing on the pillar structures according to a fakir 
situation, and the surrounding cavities are filled with vapor or air, the 
Cassie-Baxter situation applies [see Eq. (11.3)]. In contrast, if the drop-
let wets the entire surface, Young’s equation is simply modified by 
the roughness factor r, which equals the ratio between the real sur-
face area and the projected area [Eq. (11.4)].

 cos θ∗ = fscosθs + fv cos θv  (11.3)

 cos θ∗ = rcosθ  (11.4)

where θ∗ = apparent water contact angle
 fs = area fractions of the solid
 fv = area fractions of vapor

Polypyrrole (PPy) has been electrochemically synthesized to form 
a mesh around pillars made of an insulating polymer (SU8), all made 
on top of a PEDOT:PSS electrode surface. As the PPy mesh is electro-
chemically switched from the oxidized to its neutral state, both the 
surface tension and its volume change. The result is that the effective 
SU8 pillar height decreases at the same time as the wetting character 
along the PPy phase is altered (Fig. 11.3). In its pristine oxidized state, 
the droplet is “hanging” on the SU8 pillars in accordance to the fakir 
situation (Cassie-Baxter’s case). As the PPy mesh is reduced, the 
aspect ratio of the structured surface decreases, causing the water 
droplet to contact both the SU8 pillars and the PPy mesh (Wenzel’s 
case). This has a major impact on the wettability characteristics. In the 
pristinely oxidized state, the apparent water contact angle is 129° while 
it decreases to 44° when PPy is reduced (Fig. 11.4).

The Cassie-Baxter case The Wenzel case

FIGURE 11.3 Illustrations of water droplets added to textured surfaces 
according to the Cassie-Baxter (left) and Wenzel (right) cases. 
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11.1.3  Integration of Wettability Switches 
in Microfluidic Systems

As dimensions of microfluidic systems are reduced, capillary forces 
become increasingly dominant in controlling the flow of liquids, such 
as aqueous samples. If the surface tension is changed along the ceiling, 
floor, or walls of the microfluidic channel, the aqueous flow can be 
controlled.6, 12 EC P3HT-based surface tension switches were combined 
with microfluidic systems made from PDMS (polydimethylsiloxane) 
(Fig. 11.5).13 P3HT surface switches, individually addressable, were 
defined under each “branch” of PDMS channel Y-junctions. The P3HT 
surfaces were then either switched to the oxidized state or left 
unswitched in the neutral state. Then a water sample was applied to 
the inlet at the channel “trunk” of the first Y-junction. The oxidized 
P3HT surface exhibits a relatively higher surface tension which then 
provides relatively higher capillary force acting on the aqueous sam-
ple, compared to channels including a reduced P3HT floor. We found 
that water samples were guided considerably faster through the chan-
nel branches including a P3HT floor switched to the oxidized state 
compared to branches including P3HT floors switched to the neutral 
state. Electronic gating of fluids might open for active dispensing of 
water samples possible to use in, e.g., lab-on-a-chip applications. 

11.1.4  Electronic Control of Cell Seeding and Proliferation 
Using Surface Switches

Eukaryotic cells are commonly cultivated and propagated in cell cul-
ture dishes. Soon after cells are seeded into the wells, they adhere to 
the bottom surface of the well and eventually they start to prolifer-
ate.14 It is important to notice that cells do not adhere directly to the 
plastic surface of the cell culture dish. This is so because cells are usu-
ally handled in a suspension of cell culturing medium containing 
large amounts of serum proteins. As these proteins rapidly diffuse in 
the medium, they immediately adhere to the bottom of the well, thus 

H
N

N
H n

SU8 SU8

q = 129°

PEDOT:PSS PEDOT:PSS

4.1 μm 3.0 μm

Water

θ = 44°

PPy
(Oxidized state)

PPy
(Reduced state)

FIGURE 11.4 Left: The chemical structure of PPy. A water droplet added to a 
textured surface switch, composed of SU8 pillars and a PPy mesh with PPy in its 
oxidized state (middle) and after switching to its reduced state (right). (Reproduced 
with permission from X. Wang, M. Berggren, O. Inganas, “Dynamically controlled 
surface energy and topography of microstructured conducting, polymer upon 
electrochemical reduction, Langmuir 24(11):5942–5948 (2008) © 2008 American 
Chemical Society.”)
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providing a protein-coated plastic surface that cells adhere to. Vari-
ous kinds of extracellular matrix (ECM) proteins, e.g., fibronectin and 
vitronectin, are among the serum proteins that coat the surface, and 
they act as cellular anchoring sites, because the cells express receptors 
that bind specifically to the ECM proteins. This can be exemplified by 
the interaction of integrins, located in the plasma membrane of the 
cells, and fibronectin present in the extracellular matrix. Depending 
on the amount of adherent proteins as well as their conformational 
state, the cell adhesion properties and the growth characteristics may 
differ. Major efforts have been devoted to design and manufacture 
cell culture dishes with specific protein adsorption characteristics, 
which are used to direct cell growth and differentiation. In some situ-
ations, it may be advantageous to alter the surface properties to 
enable control of the cell seeding characteristics in situ. Already in 
1994, Wong et al. performed an experiment in which PPy thin films, 
electrochemically synthesized on ITO, were used as substrates for cell 
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FIGURE 11.5 Top left: P3HT-based surface wettability switches used to 
control the fl ow of aqueous samples in microfl uidic systems. Bottom left: 
Water is transported relatively faster along the microchannel of the Y-
branches that include a fl oor of P3HT switched to the oxidized state (c). Once 
the water approaches the neutral P3HT (red color), it slows down 
considerably (a and b). Right: Electronic control of the gating of aqueous 
samples can be used in various lab-on-a-chip technologies to enable 
multiplexing of the sample analyte and different reagents. (From Ref. 13. 
Reproduced by permission of the Royal Society of Chemistry, 2006.) (See also 
color insert.)
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growth.15 They found that cells preferred to adhere to and spread 
along the fibronectin-coated PPy electrodes that were switched to the 
oxidized state. On the fibronectin-coated PPy electrodes switched to 
the neutral state, cells obtained a rounded morphology and were less 
prone to spread along the surface.

PEDOT can be chemically synthesized with Tosylate as the dop-
ing ion to form electrodes on various planar insulating carriers. These 
films can be manufactured along the surfaces of wells in standard cell 
culturing plates (Fig. 11.6). Electronically separated electrodes are 
achieved by cutting the electrode films using a plotter knife or an 
ordinary scalpel. The oxidation states of adjacent electronically iso-
lated PEDOT:Tosylate electrodes are controlled by biasing addressing 
pads located outside the wells, while the cell medium serves as the 
electrolyte.  

We used the PEDOT:Tosylate electrodes to analyze whether the 
electroactive surface could be used to direct stem cell differentiation. 
Neuronal stem cells c17.2 were seeded onto the reduced and oxidized 
electrodes. We found that the stem cells adhered to a much greater 
extent to the oxidized surface compared to the reduced  surface. Sur-
face spectroscopy studies and protein adsorption experiments 
revealed that the amount of serum protein albumin differs vastly 
between the reduced and oxidized surfaces. Such electronic control 
of cell seeding and density may open possibilities for novel devices 
that can be used to direct the differentiation of stem cells.

11.2 Electronic Ion Pumps Based on PEDOT:PSS
In PEDOT:PSS16-based (Fig. 11.7) thin-film EC devices, fast electro-
chemical switching throughout the bulk can occur because the polymer 
film electrodes allow transport of both ionic and electronic species. In 
the previously described surface switches, this may not be crucial 

Immediately after switching 
Oxidized             Reduced
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TosylatePEDOT
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θ

FIGURE 11.6 Left: The chemical structure of poly(3,4-ethylenedioxythiophene) 
(PEDOT) and Tosylate. Middle: PEDOT:Tosylate has been chemically synthesized 
along the surface of standard 12-well cell culture plates. Right: The water contact 
angle of planar PEDOT:Tosylate surfaces switched to the oxidized and reduced 
state, respectively.
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since all desired action specifically occurs along the outermost sur-
face. But in other conjugated polymer-based EC devices (e.g., dis-
plays and transistors), switching of the bulk is crucial.17 For instance, 
in a polymer EC transistor,5 the electronic current between drain and 
source is controlled by the impedance state, which is further con-
trolled by the EC state, within the channel. Conversely, it would be of 
great interest to enable electronic control of the migration of (charged) 
biosignaling molecules for a variety of bioapplications. 

Electronic ion pumps were recently constructed using adjacent 
electrodes of PEDOT:PSS and separated source and target electro-
lytes18 (Fig. 11.7). The two aqueous electrolytes are connected via a 
PEDOT:PSS channel, in which the PEDOT phase has been made per-
manently nonconducting (for electronic currents) by electrochemical 
over-oxidation.19 Thus, the channel can only conduct ionic species, 
primarily throughout the polyelectrolyte PSS phase in the channel. 
As the electrodes are addressed, ions are first forced to enter the B 
electrode. Then the biased B-C electrode configuration drives ions 
from the source compartment toward the target electrolyte. Finally, 
the C-D electrode configuration promotes launching of ions away 
from the C-electrode surface to enter the target medium.

11.2.1 Electronic Control of Proton Oscillations
Initially, we studied the transport of positively charged ions, primarily 
protons and different alkali metal ions such as K+. As protons are 
pumped from the A-B electrolyte to the C-D target electrolyte, they 
enter the target electrolyte along the border at which the PEDOT:PSS 
channel contacts the target electrolyte. To study the overall efficiency 
and the charge transport characteristics of this ion pump device, sev-
eral different experiments were performed. First, proton migration was 
recorded using a HCl aqueous source electrolyte of pH = 0 and a target 
electrolyte based on a CaCl2 aqueous solution of pH = 7. At VBC = 5 V 

S

O O

PEDOT PSS

n

n

SO3H

FIGURE 11.7 Left: Chemical structure of PEDOT and PSS. Middle: The conjugated 
PEDOT:PSS-based ion pump made of patterned, adjacent PEDOT:PSS electrodes 
(A through D). Right: By addressing the electrodes ions (M+) migrate from the source 
to the target electrolytes through the nonconducting PEDOT:PSS channel (pink). 
(See also color insert.)
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the proton current was recorded at the same time as the pH gradient 
formed inside the target electrolyte was imaged using an ordinary pH 
paper (Fig. 11.8). As soon as 10 to 20 s after biasing the B-C electrode, 
the first delivered protons were observed. Then a dynamic gradient is 
established by diffusion, which evolves and spreads over time. We also 
demonstrated that proton oscillations can be induced by applying a 
pulsed voltage difference to the B and C electrodes.20 Induction of pro-
ton gradients as well as proton oscillations, with the associated pH 
ranging from 3 to 5, is of great interest since pH is an important regula-
tor for a vast array of cellular functions.

11.2.2  Electronic Ion Pumps to Regulate Intracellular 
Ca2+ Signaling

The Ca2+ ion is of major importance in a number of cell signaling pro-
cesses in eukaryotic cells, e.g., to regulate metabolism, exocytosis, and 
gene transcription.21 The specificity of a particular Ca2+ flux is repre-
sented by the spatial and temporal resolution of the Ca2+ signal, which 
is often oscillatory in nature. It is well established that excessively high 
extracellular concentrations of K+ (≥ 50 mM) depolarize the cell mem-
brane, whereby voltage-operated Ca2+ pumps located in the plasma 
membrane are activated. This leads to a controlled influx of Ca2+, result-
ing in an increase of the intracellular [Ca2+]. Using 0.1 M KCl as the 
aqueous electrolyte in the reservoir on top of the A-B electrodes, and 
0.1 M Ca2+ acetate aqueous electrolyte in the receiving compartment on 
top of the C-D electrodes, we showed that K+ ions could be pumped 
from the source to the target electrolyte in the ion pump at VBC = 10 V, 
VAB = VCD = 1 V (Fig. 11.9). An almost constant delivery rate was observed 
during the first 600 s followed by a pinchoff caused by consumption of 
any of the A or D electrodes. Interestingly, we found that the ion pump 
operates at a very high efficiency, close to 100%. Knowing that every 
charge that is transported from the AB source to the CD compartment 
is a K+ ion, experiments were performed in an attempt to mimic 
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physiological Ca2+ signaling using HCN-2 neuronal cells. Thus, cells 
were seeded in cell culturing medium on top of the CD electrode and 
were allowed to adhere to the electrode surface. As the ion pump was 
biased, transported K+ reached a high, local concentration which depo-
larized the cells located in close proximity to the PEDOT:PSS channel. 
The concomitant increase in intracellular [Ca2+] was recorded using a 
fluorophore-based microscopy technique (Fig. 11.9). The physiological 
nature of the response to K+ delivered by the ion pump device was dem-
onstrated in experiments where the action of the voltage-operated 
Ca2+ channels was abrogated by pharmacological agents. In these exper-
iments, no increase in the intracellular [Ca2+] was observed (Fig. 11.9).

Traditional techniques used to transfer bioactive substances from a 
reservoir to a desired point of delivery in close proximity to the target 
cell normally rely on the use of microfluidic systems or syringes. These 
are typically hard to downsize to the micron level, which is required 
for delivery at the single-cell level. Also, such devices are difficult to 
integrate into highly sophisticated delivery systems aiming to achieve 
complex signal patterns at the resolution of individual cell or subcel-
lular level. Using a solid state organic ion pump technology, which is 
possible to manufacture using standard processing tools traditionally 
used for microelectronics, will pave the path for novel types of cell 
experiments where high spatial and temporal resolution is desired. 
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FIGURE 1.6 Drain current as a function of source-to-drain voltage for different 
channel lengths. The characterization was taken at room temperature and 
high density of charge carriers (V

g
= −40 V, well beyond threshold voltages of 

each channel). For observation of the scaling behavior, the W/L ratios of all 
channels were kept at the same value of 10 in fabrication to exclude 
geometric factors. Clearly in the regime of Vds < V

g
− Vth, the current-voltage 

characteristic transitions from linear to superlinear upon scaling from micron 
to submicron channel length. For submicron channels there is an exponential 
dependence at very small Vds due to the injection-limited transport through 
Schottky barrier at the metal-semiconductor contact. (Reprinted with 
permission from Ref. 60. Copyright 2007, American Institute of Physics.)
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FIGURE 2.6 (a) AFM topographical image of D3ANT deposited on Si/SiO2 (1 × 1 μm) 
and typical constant-current STM images of self-organized monolayers of D3ANT 
adsorbed (b) at the n-tetradecane–HOPG interface (16 × 16 nm2; V

t
= −333 mV; 
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t
= 27 pA) and (c) at the n-tetradecane–Au(111) interface (16 × 16 nm2; V
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= −62 mV; 
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= 83 pA). (Reproduced by permission of The Royal Society of Chemistry, Ref. 131.)
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FIGURE 5.10  Mixed OLED platforms of green (outer four pixels in the arrays) and 
blue OLEDs. The array on the right is encapsulated. The pixel size is 2 × 2 mm2.

FIGURE 5.11 Top view of a structurally integrated OLED/sensor fi lm/PD 
probe in a back detection geometry.
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FIGURE 6.10 Current-voltage curves for an ITO/PEDOT:PSS/P3HT:PCBM/Al 
bulk heterojunction device under varying illumination levels (in milliwatt).
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(Reproduced with permission from Ref. 77. Copyright 2004, Nature Publishing Group.)
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FIGURE 9.9 A plethora of amyloid deposits in tissue samples stained by 
different LCPs as indicated in the fi gure. Some typical amyloid deposits 
being stained by the LCPs are highlighted by arrows. Notably, PTAA and tPTAA 
bound to diverse amyloid deposits in the same tissue emit light with 
different colors, indicating that there is a heterogenic population of amyloid 
deposits in these samples (top right, bottom left and right).
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FIGURE 9.10 (a) Fluorescent images of prion deposits associated with distinct 
prion strains, chronic wasting disease (CWD, left) and sheep scrapie (right), 
which have been stained by PTAA. (b) Correlation diagram of the ratios, 
R532/639 and R532/Emax, of the intensity of the emitted light from PTAA bound 
to prion deposits originating from individual mice infected with CWD (four 
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(b) PANI/MWCNT-c fi lms. (Reprinted from Ref. 91. Copyright 2008 with permission 
from Elsevier.)
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